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Abstract

Methods for plasma stabilization and control to improve antihydrogen production

by

Celeste Carruth

Doctor of Philosophy in Physics

University of California, Berkeley

Professor Joel Fajans, Chair

The ALPHA (Antihydrogen Laser Physics Apparatus) collaboration creates and per-
forms precise measurements on antihydrogen to test Charge-Parity-Time (CPT) symmetry.
Prior to creating antihydrogen we must prepare the antiproton and positron plasmas to have
optimal and repeatable parameters. This thesis presents the development of a new method
to simultaneously control the number of particles and plasma density of lepton plasmas, de-
velopments that increased our antihydrogen trapping rate, precision physics measurements
performed on antihydrogen, and other plasma studies still under development. The method
to stabilize the number of particles was based on a zero-temperature plasma model, which
states that the plasma’s on-axis self potential and density uniquely define a plasma. It is the
combination of two previously existing techniques, radial compression in the Strong Drive
Regime (SDR) with Evaporative Cooling (EVC), thus we called it SDREVC. Experimentally
this method has proven to be very robust in delivering nearly identical plasmas, and the-
oretical calculations applying a finite temperature plasma model indicate that temperature
effects in our operating regime are insignificant. The development took place in ALPHA’s
Penning-Malmberg traps, and consisted of designing and testing potential well shapes that
allowed the compression and evaporation to occur simultaneously. The standard deviation
in particle number of our initial load of positrons in 2016 was 24%, a fluctuation which
was previously uncontrolled, but the standard deviation after SDREVC amounted to only
3%. After implementing SDREVC in our experimental routines, the stability made it pos-
sible to optimize plasma manipulations for antihydrogen production runs and increase our
antihydrogen trapping rate by approximately a factor of 20. This increase in the trapping
rate played a major role in our recent measurements of the hyperfine transition and 1S-2S
spectroscopy of antihydrogen, and the 1S-2S spectroscopy measurement is now one of the
most precise tests of CPT symmetry.
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Chapter 1

Antihydrogen for Precision Physics
Measurements

1.1 Antimatter: the missing half of the universe
The "big bang" theory describes the universe as having originated from a single point of
energy, followed by rapid expansion while energy converted to mass according to Einstein’s
formula, E = mc2. Charge-Parity-Time (CPT) symmetry requires that the conversion of
energy to mass produce equal quantities of matter and antimatter, so we should observe
that half of the mass in the universe is antimatter. It also requires the physical properties of
antimatter, such as its charge and energy level transitions, to have the same magnitude as
the properties of matter. The collision of a matter and antimatter particle results in their
annihilation during which the mass converts back into energy. When electrons and positrons
annihilate, gamma-rays are produced; when heavier particles annihilate, typically short-lived
pions are produced which quickly decay into photons, leptons and neutrinos.

If there exists an antimatter galaxy somewhere in the universe, we expect to observe
gamma-ray signals created by annihilations occurring at the boundary of the matter and
antimatter, because even in the low density interstellar space there are still collisions between
particles. The Alpha Magnetic Spectrometer (AMS) experiment [1] on the International
Space Station detects positrons, electrons, and protons streaming from space, and specifically
studies the energy spectrum of positrons. While it has found an excess of 10 GeV positrons
unexplained by existing models of cosmic ray sources, the excess does not indicate a side of
the universe filled with antimatter and is speculated to be caused by other sources or due
to undiscovered causes. The AMS experiment [2] and the Bess-POLAR balloon experiment
[3] also measured cosmic-ray antiprotons, but the number of antiprotons measured by both
experiments were within the range expected from secondary sources (collisions of high-energy
cosmic-ray particles with interstellar particles).

The missing antimatter indicates that a violation of CPT symmetry occurred during the
conversion of energy to mass in the early stages of the universe. We call the unknown
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violation process “baryogenesis,” because the process preferred baryons (heavy particles
including protons) over antibaryons (such as antiprotons). This is one of the biggest unsolved
mysteries of cosmology and precise measurements of CPT symmetry are necessary to search
for an explanation for baryogenesis.

The Antihydrogen Laser Physics Apparatus (ALPHA) collaboration at CERN performs
precision measurements on antihydrogen to determine if its charge, spectroscopy, and in the
future its gravitational acceleration are exactly the same as hydrogen’s. These measure-
ments tell us whether CPT symmetry correctly describes the properties of antihydrogen,
and processes required to perform these measurements are the focus of this thesis.

1.2 Fundamental characteristics of antihydrogen
Antihydrogen consists of the antimatter version of particles that form hydrogen, namely an
antiproton and a positron. An antiproton, being a baryon, consists of two up antiquarks and
one down antiquark; a proton consists of two up quarks and one down quark. While both
particles should have the same mass, one aspect of the “anti” label is that antiparticles have
opposite charge of their matter counterparts: with e representing the magnitude of the charge
of an electron, an up quark carries charge +2/3e and an up antiquark carries charge −2/3e,
while a down quark carries charge −1/3e and a down antiquark carries charge +1/3e. Adding
the charges gives a net charge of −e for the antiproton and +e for the proton. A positron
carries the same mass as an electron but has charge +e, thus the net charge of hydrogen
is zero and the net charge of antihydrogen should also be zero. Charge measurements of
neutral matter atoms and molecules, including H2, show a charge of 0 to the level of 10−21

[4]. The ALPHA collaboration measured the charge of antihydrogen and set an upper limit
of Q < 25× 10−9e, where e is the charge of an electron [5].

While positrons occur naturally as a byproduct of β+ decays of radioactive elements,
antiprotons have to be manufactured artificially. Currently the only way to artificially make
antiprotons is to accelerate a proton beam to several GeV and collide it into a target, releasing
energy that then forms pairs of protons and antiprotons along with other pairs of particles
and antiparticles.

1.3 CPT symmetry and Antimatter
Our physical universe embodies many symmetrical properties. Symmetry can be expressed as
a mirror of a particular parameter: the symmetrical portion appears identical in magnitude
but may be reversed in orientation. The study of antimatter is necessary to test symmetry
theories, specifically the theory of charge-parity-time (CPT) symmetry. Charge-parity-time
symmetry states that if you reverse the charge of an antimatter particle, flip its left/right
orientation and look at it going backwards in time, it will appear the same as a matter
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particle. This is depicted by a lego woman in Figs. 1.1a-1.1e; we’ll call the matter version
of her Linda.

Antilinda goes up the stairs and carries her bag in her right hand; black clothes represent
negative charge. Linda goes down the stairs and is carrying her bag in her left hand; white
clothes represent positive charge. Following a charge conjugation event, shown in Fig. 1.1c,
the black clothes change to white, but all other parameters remain the same. Following
a parity transformation, Antilinda holds her bag in her left hand. Finishing with a time
reversal in Fig. 1.1e, Antilinda is found to be wearing white clothes, going down the stairs,
and carrying her briefcase in her left hand. Now she is in all measurable aspects identical to
Linda.

The parity symmetry between matter and antimatter means that a person living in an
antimatter galaxy, like Antilinda, could perform physics experiments and observe left and
right-handed events being switched. Richard Feynman [6] told a story of how to communicate
what “left” and “right” mean to an alien: tell him to make a physics experiment consisting
of a solenoid around a piece of cold cobalt and explains that if the magnetic field points
up and the emitted radiation travels down, the direction the current flows through the coil
is called “ right.” However, an anticobalt atom would produce a positron in a decay, and
the positron would go in the opposite direction, or “left.” Feynman finished up the story by
warning that if you agreed to meet and shake right hands but the martian (or Antilinda)
puts out her left hand, as depicted in Fig. 1.2, she’s made of antimatter and if you shake
hands you’ll be annihilated.

1.4 The Weak Equivalence Principle: precision
antimatter gravitational physics

In addition to studying CPT symmetry, it is also important to test the Weak Equivalence
Principle (WEP) from Einstein’s theory of General Relativity [7] with antimatter, since
it predicts that matter and antimatter should gravitate in the same way. Given that the
gravitational force dominates over long distances in our universe, a difference in antimatter’s
gravitational behavior could explain why we don’t observe it. If they repel or have different
acceleration rates, there could be a difference in the annihilations we expect to see at the
boundary between matter and antimatter. While the recent discovery of gravitational waves
originating from the coalescing of two black holes by the LIGO and VIRGO collaborations
[8] is a remarkable test of general relativity, it remains to be determined if matter and
antimatter gravitate towards each other.

References [9, 10] and other papers argue that measurements of matter in earth’s grav-
itational field set precise limits to antimatter’s gravitational behavior in lieu of a directly
measuring antimatter’s sign and magnitude of acceleration in earth’s magnetic field. How-
ever, other articles [11, 12] point out that such theories include assumptions about equivalent
properties of matter and antimatter (aside from its gravitational behavior) which have not
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(a) Antilinda (b) Linda

(c) Antilinda undergoes a charge trans-
formation: she wears white clothes.

(d) Antilinda then has a parity transfor-
mation: she now holds the bag in her left
hand.

(e) Antilinda then experiences time re-
versal: she now goes down the stairs and
appears identical to Linda.

Figure 1.1: CPT transformations illustrated with legos
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Figure 1.2: Linda and Antilinda agreed to shake “right” hands.

yet been confirmed, and a direct measurement is necessary.
Measurements of earth’s gravitational pull on charged particles is practically impossible

due to their acceleration in electric or magnetic fields, thus a precise measurement can only
be performed on a neutral antimatter atom. It is impossible to perform an accurate and
precise measurement in the horizontal ALPHA trap because the atoms, once released from
the trap, annihilate against the wall of the trap before any noticeable gravitational effects can
occur, and the azimuthal distribution of annihilations appears practically symmetric about
the axis. The ALPHA collaboration determined that the ratio of antimatter’s gravitational
mass to its inertial mass must be less than 110 [13] by analyzing the vertical distribution of
annihilation events, but this is a very rough measurement compared to the expected value of
1. The ALPHA collaboration is currently building a new experiment, ALPHAg, motivated
by theory [14]. This new experiment will have a vertical antihydrogen trap that will enable us
to measure the sign of the gravitational motion and place an upper bound on its acceleration,
possibly before the end of this year. At the Antiproton Decelerator (AD) facility at CERN,
the GBAR and AeGIS collaborations are also preparing different experiments to measure
the sign and magnitude of antihydrogen’s gravitational acceleration.

1.5 History of positrons and antiprotons, the
antiproton decelerator, and current research
developments

The existence of a particle with opposite charge of the electron was first predicted by Paul
Dirac in 1928 [15]. In 1933 Carl Anderson observed a cosmic ray particle with the opposite
charge of an electron but the same order of magnitude of mass of an electron in a vertical
Wilson cloud chamber in a 1.5 Tesla field [16]. This discovery was made by observing
photographic tracks of cosmic ray particles traveling through lead plates: a few tracks showed
a particle with equal mass to an electron but curved in the opposite direction; this particle
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was called a “positive electron,” a name shortened to “positron." An example image from
the discovery is shown in Fig. 1.3a. Low-energy electron-positron annihilations result in
511 keV gamma rays traveling in opposite directions that conserve momentum. High-energy
annihilations in the range of 2-20 GeV can produce mesons and hadrons [17, 18] and very
high energy annihilations with center of mass energies around 90 GeV have produced the Z
boson [19].

In addition to their role in physics experiments, positrons are now used widely in the
medical field. The discovery of how to artificially create positron-emitting radioactive ele-
ments in 1934 [20], the development of a circular detector to track annihilations [21], and the
application of computational tomography [22] led to the development of Positron Emission
Tomography (PET) [23]. PET scans are widely used as a medical procedure to search for
cancer, heart problems, or brain disorders. Positron annihilations with electrons produce
back-to-back gamma rays, which are detected by a circular gamma ray detector that sur-
rounds a cross-section of a person’s body. The signals in the detector are then reconstructed
to show the tomography of the activity [24]. This procedure requires positrons to be emitted
from inside the body; this is accomplished by tagging glucose molecules with a radioactive
isotope and inserting it into a patient’s bloodstream. The isotope continually emits positrons
while the person’s body consumes the tagged glucose, and the circular detector measures
the location and intensity of positron annihilations along a cross-section of the body. A
series of cross-sectional measurements are then analyzed to produce a 3D image. Locally
high glucose consumption, as detected by a region with high positron emission, is a sign of
potential cancer or other abnormal physical condition.

The antiproton was first observed at the Bevatron accelerator by Segrè, Chamberlain,
Wiegand, and Ypsilantis at the Radiation Laboratory at the University of California-Berkeley
in 1955. The Bevatron was specifically designed to produce energies at the BeV (now referred
to as GeV) level required to produce proton-antiproton pairs. By deflecting the beam of par-
ticles with magnets and changing the magnetic field, they performed the first measurement
of the proton to antiproton mass ratio [25], and the next year the collaboration captured an
antiproton annihilation event in a photographic emulsion, shown in Fig. 1.3b. In the figure,
track "L" is the antiproton, "e" is a proton, "a" and "b" are pions, and the other tracks are
likely either protons or α-particles [26].

From 1985-2011, the Tevatron synchrotron at Fermilab created an antiproton beam from
a high-energy proton beam, and then simultaneously accelerated proton and antiproton
beams to a center of mass energy of 1.6 TeV. The annihilation energy was sufficient to
produce heavier particles than were possible to create at previous facilities. The highlight
of the research program was the discovery of the top quark, for which candidate events were
found in 1994 by the Collider Detector at Fermilab (CDF) collaboration [27] and a formal
discovery at the 4.6− 4.8σ level was announced in 1995 by the CDF and D0 collaborations
[28, 29]. The Tevatron with its antiproton beam stopped operating in 2011, around the same
time the larger and more powerful Large Hadron Collider (LHC) turned on at CERN; by
2015 the LHC was colliding proton beams with a center of mass energy of 13 TeV [30].

The Low Energy Antiproton Ring (LEAR) facility at CERN produced antiprotons from
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(a) A positron track that lead to its dis-
covery. Figure from reference [16].

(b) Antiproton star-shaped annihilation
captured in emulsion. Figure from refer-
ence [26].

Figure 1.3: Images from the discoveries of positrons and antiprotons
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1982 to 1996 [31], and was home to the first antihydrogen atoms produced [32]. LEAR
was followed by the Antiproton Decelerator at CERN, which turned on in 2000 and is
currently the only operating facility that produces beams of cold antiprotons. The Facility
for Antiproton and Ion Research in Europe (FAIR) in Germany is expected to be completed
in a few years and is designed to produce a beam of antiprotons with energies of 1-15 GeV
and other high energy ion beams [33].

Electron sources for plasmas
While there are multiple technologies to produce large numbers of electrons for plasmas, in
ALPHA we use a thermionic electron gun inside the vacuum. In ALPHA, the electron guns
contain a thin filament that heats up a metal plate in front of it, and electrons in the plate
can gain enough kinetic energy to overcome the work function of the surface and escape into
the vacuum. In ALPHA, the electron beam follows magnetic field lines down the beamline
and into a potential well in the Penning trap. Ideally an electron gun is perfectly aligned
along the beamline axis and is inside the same magnetic field as the trap, because a change
in the alignment of the electron gun and the magnetic field axis by a couple of millimeters
can dramatically affect the number of electrons loaded into the Penning trap. However, in
ALPHA the electron guns are mounted on vertically moving sticks, and slight variations in
electron gun position are likely contributing to variations in the number of particles loaded
shown in chapter 4.

Another method for producing electrons for plasmas is to use a light source and photo-
cathode to produce an electron plasma; this method has the advantage of allowing the user
to make a plasma with a particular 2D cross-sectional shape, and was previously used in
the Berkeley lab for plasma vortex studies [34]. An electron beam can also be created by
a plasma-cathode source. Instead of using a filament, a hollow cathode inside of an axial
magnetic field is used to ionize a gas into a plasma, and electrons from the surface of the
plasma can be accelerated into a beam; this is used for industrial applications such as elec-
tron beam welding [35]. The ionization gas is optimal for atmospheric pressure plasmas and
won’t work in UHV conditions, and the photocathode method requires both a light source
and photocathode to be aligned along the magnetic field axis. Electron guns are physically
compact, UHV-compatible, and straightforward to control, so they are used in ALPHA and
many other Penning-trap experiments.

Positron sources for plasmas
Positron plasmas require a radioactive source or a source of high-energy particles. ALPHA
and other similar experiments (see Refs. [36, 37] and [38]) use a radioactive Na-22 source
that emits positrons through β+ decays at a peak rate of 75 mCi. The GBAR experiment
under construction at CERN includes in its design a linear electron accelerator to produce
positrons by the interaction of a 10 MeV electron beam and a thin tungsten foil [39]. The
APEX experiment under development in Germany, which is preparing to study electron-
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positron pair plasmas, uses a positron beam generated at the Neutron Enduced Positron
source Munich (NEPOMUC) [40]. NEPOMUC produces a high flux of positrons, 109 s−1,
through the thermal interactions of neutrons coming from nuclear reactions and platinum
foils [41]. Lasers with an intensity around 1020 W/cm2 interacting with thin metal foils can
also create positron at a rate of 2× 1010 positrons per pulse [42], but laser positron sources
are an emerging field and not yet applied to Penning-trap experiments.

Advantages of β+ radioactive sources are the smaller size and cost relative to an acceler-
ator, nuclear reactor, or ultraintense laser. Na-22 has a half-life of 2.6 years; the source can
be used for a few half-lives and still produce a few million trappable positrons in 100-150s,
which is sufficient for our current antihydrogen production method. The main advantage of
the accelerator source GBAR will use and the neutron-induced source for APEX’s positrons
is that a monoenergetic beam of positrons can be produced at a rate that is orders of mag-
nitude greater than the rate we collect from Na-22, although the facilities are much more
expensive and complicated to implement. Additionally, the shielding around GBAR’s accel-
erator requires a lot more space in the antiproton facility than the ≈ 1m3 occupied by the
radioactive sodium salt and its shielding.

The Antiproton Decelerator and operations at CERN
The Antiproton Decelerator functions in many ways the opposite of the Large Hadron Col-
lider: it slows down antiprotons instead of accelerating and colliding protons or ions. The
circumference of the LHC is 26.7 kilometers and it crosses the French-Swiss border, while the
AD has a circumference of 182 meters and fits inside one building inside the French border of
the Meyrin site at CERN. A schematic of CERN’s facilities is shown in Fig. 1.4. The LHC’s
proton beams and the AD’s antiproton beam begin when atoms are extracted from a bottle
of hydrogen gas. The hydrogen gas is ionized and the protons are collected into a beam
and accelerated in the Linear Accelerator 2, then sent to the Proton Synchrotron Booster
and after that the Proton Synchrotron (PS) [43, 44]. From there the protons diverge, and
the beam headed for the LHC is accelerated to 450 GeV in the Super Proton Synchrotron
and finally in the LHC [45]. Protons for the AD’s antiproton beam are extracted from the
PS at 26 GeV approximately every 120s and dumped onto an iridium target in an under-
ground beamline next to the AD. Each year CERN’s schedule has a season of experimental
operation, from late spring through late fall, followed by a "year-end shutdown" for repairs
and upgrades; during the operational season when the accelerators and AD are running, the
facilities operate 24 hours a day and 7 days a week. Every few years CERN has a scheduled
long shutdown for one or two years during which the particle accelerators and the AD are
turned off in order to replace and upgrade different components. The next scheduled long
shutdown will last from 2019-2020, so the measurements performed this year will be the last
measurements performed on antihydrogen until 2021.

The energy released by 26 GeV protons colliding with stationary protons in the target is
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high enough to produce, among many other particles, antiproton-proton pairs.

p+ + p+ => p+ + p− + p+ + p+, (1.1)
The antiprotons are magnetically separated from the other particles and sent to the

antiproton decelerator, which slows them down from 3.57 GeV to 5 MeV. Even at 5 MeV the
antiprotons are still moving at 10% the speed of light:

β =

√√√√1−
(

1
γ

)2

(1.2)

=
√

1−
( 938

5 + 938

)2
(1.3)

= 0.1× c. (1.4)

ELENA: Extra Low ENergy Antiprotons
ELENA is a second-stage antiproton decelerator 10 m in diameter currently being installed
and commissioned in the AD hall at CERN [47]. It is designed to slow the 5.3 MeV antiproton
beam down to 100 keV, and it is predicted that ALPHA will be able to trap 100 times more
antiprotons from the slower beam. An additional feature of ELENA is that it will be able
to deliver antiprotons to all AD experiments in parallel, so that instead of having an 8-hour
shift of antiprotons and not receiving antiprotons for some weeks of the year, they will be
delivered continuously 24 hours a day every day. ELENA is projected to come online in 2021
after the next long shutdown.

Catching antiprotons
To further slow down the antiprotons, the beam is sent through a thin beryllium foil which
moderates the beam, slowing down the particles. We trap the antiprotons in a prepared cold
electron plasma in a 4.5 kV deep potential well shown in Fig. 2.11 by applying one potential
barrier (the red dash-dot line) to block the antiproton beam, and just after the antiprotons
arrive we quickly bring down the other barrier to create the well that traps the antiprotons
(the solid orange line in the figure). The antiproton bunch will enter the one-sided potential
well, bounce against the barrier on the far side, and be trapped when the second barrier
(the “gate” potential) is lowered. The electrons cool the antiprotons by several orders of
magnitude by coming into thermal equilibrium through repulsive coulomb collisions [48]. A
full discussion of the cooling mechanisms is given in Chap. 3.

While the moderated beam energy is much lower than 5 MeV, it is still much greater
than the 4.5 kV trapping well depth. The high energy of the incoming beam means most
antiprotons that are created are impossible to trap; of the 50 × 106 antiprotons in the AD
beam, we trap and cool approximately 105, an efficiency of 0.2%. To increase the efficiency
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Figure 1.5: Potential well used to catch antiprotons. The brown dash-dot line shows the
potential at the moment the antiprotons arrive, and the orange solid line shows the potential
well that traps the antiprotons. During this process the electrons stay trapped in the slight
bump in the well indicated on the figure.

by one or two orders of magnitude, we would need a lower energy beam (like we will have
when ELENA is operational), or we would need to increase the potential well depth. One
of the main challenges of increasing the well depth is the speed required to close the gate
potential, since the amplifier driving the gate potential needs to ramp up to several kV in a
very short amount of time.

Estimated cost of antiprotons and the scale of current production
levels
Antiproton production is a highly inefficient process, and antimatter has been classified as
the most expensive material on earth. For the sake of curiosity, using the given data from
the AD we can calculate the cost per gram of antiprotons in the beams that cycle the AD.
The AD reports that 1.5× 1013 protons with momentum 26 GeV/c yield a bunch of 50× 106

antiprotons for the AD [49]. The energy equivalence of the mass of an antiproton is 0.948
GeV, and the initial energy is p2c2 = 26 GeV, so each proton gains 25.08 GeV or 0.4× 10−8

J in the acceleration process. This means a bunch of protons gains a total of 60 kJ=0.016̄
kWh per bunch.

Even in the impossible scenario that the acceleration process is 100% efficient, using the
rate of 0.1477 Swiss franc (CHF) per kWh [50], the energy cost per gram of antiprotons is:

0.01666 kWh
8.3× 10−17 grams = 2× 1014 kWh (1.5)

2× 1014 × 0.1477 CHF = 2.95× 1013 (1.6)
= 29.5 trillion CHF/gram. (1.7)
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This calculation clearly does not take into account the inefficiencies in energy consumed
to accelerate and then decelerate antiprotons, and significant construction and peripheral
operating costs, including manpower requirements of the facilities. Note also that this is
only 0.2% of the the cost per gram of trapped antiprotons given our current trapping rate.

The AD produces roughly 150,000 bunches of antiprotons a year, counting the rate of one
bunch per slightly less than two minutes, with 24/7 operation lasting about 200 days of the
year. Thus each year 7.5× 1012 antiprotons cycle around the AD, amounting to 1.25× 10−11

grams per year. A concerned science-fiction educated visitor at the AD who wonders what
level of destruction would happen if the antimatter went missing can be assured that the
energy equivalent of a year’s supply of antiprotons produced, 1.1 kJ, is much less than the
74 kJ required to boil a cup of water. While the energy equivalence of this small amount of
antimatter produced would only cost a few hundred CHF per year, due to the inefficiencies
of the deceleration process and the cost salaries for the operators, the annual operating costs
for the AD and incoming proton beam are expected to be in the tens of millions of CHF.

As seen from these calculations, the proposed application to use antiprotons as fuel for
inter-stellar space travel [51] is still science fiction. The current prohibitive cost per gram,
limitation in production rates, and the physical limitations in trapping macroscopic quan-
tities of charged particles due to the Brillouin density limit (see Sec. 3.3) mean antiproton
production and trapping facilities would need to be scaled up by several orders of magnitude.

Recent precision measurements with antiprotons by other
collaborations
The Baryon Antibaryon Symmetry Experiment (BASE) collaboration at the AD is solely
focused on antiproton measurements. Using a small cold Penning trap with a volume of 1.2L,
the collaboration succeeded in trapping antiprotons while performing measurements on them
for more than a year [52]. While most antimatter measurements are done destructively, with
the annihilation providing information about the measurement, the BASE collaboration
relies on highly sensitive image current detection performed by superconducting circuits
that can both drive the particles and detect their image currents. The collaboration recently
announced highly precise measurements of the g-factor of antiprotons at the level of 0.8 parts
per million [53] and the magnetic moment of the antiproton, µp̄, at 1.5 parts per billion [54].

The Atomic Spectroscopy And Collisions Using Slow Antiprotons (ASACUSA) collab-
oration has also used antiprotons to make antiprotonic helium. This was accomplished by
condensing 4He gas to cryocooled walls at 1.3K, and colliding the antiproton beam with
helium atoms that evaporated from the supercooled liquid. Spectroscopy was performed on
approximately 2 billion short-lived p̄He+ molecules to measure the antiproton-to-electron
mass ratio to a precision of 0.8 parts per billion [55].
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1.6 History of antihydrogen production
Antihydrogen was first produced by the PS210 collaboration at LEAR in 1995; a total of
11 atoms were observed [32]. In this milestone experiment, a 2GeV antiproton beam was
sent through a thin Xe-cluster target. With some small probability, an antiproton passing
through the Coulomb field of a charge can create an electron-positron pair, then bond with
the positron to form antihydrogen:

p̄Z → p̄γγZ → p̄e+e−Z → H̄0e−Z, (1.8)

however the positron must be moving at close to the velocity of the antiproton, as the
relative energy must be equal or less than the 13.6 eV binding energy [32]. The next year,
a few relativistic antihydrogen atoms were created in the E866 experiment at Fermilab by
colliding an antiproton beam with a hydrogen gas jet target [56], but no further antihydrogen
developments were reported by that collaboration.

In 1996, LEAR was repurposed as the Low Energy Ion Ring at CERN. To continue the
antiproton physics program at CERN, the Antiproton Decelerator was built and started
operating in 2000, and provided much colder antiprotons with energies of 5.3MeV. The
ATHENA collaboration reported the creation of the first cold antihydrogen [57] in 2002, as
did the ATRAP collaboration a few weeks later [58]. Some members of the ATHENA collab-
oration later formed the ALPHA and AEgIS collaborations at CERN. In 2010, the ALPHA
collaboration trapped antihydrogen atoms for the first time [59] and demonstrated longer
trapping times of up to 1000s in 2010 [60]. While the ALPHA and ATRAP collaborations
are focused on trapping antimatter and then performing measurements on it, the ASACUSA
and AEgIS collaborations plan to do experiments on antihydrogen beams. The ASACUSA
collaboration reported in 2014 that they detected 80 atoms from a beam at a distance of
2.7 m from the production region [61], and in AEgIS, antihydrogen production is still under
development.

1.7 Summary of ALPHA’s trapping procedure
Trappable antihydrogen is formed by mixing cold positrons with cold antiprotons. Antihy-
drogen atoms that are created with temperatures below 0.54 K are trapped in a magnetic
trap, but the majority of atoms are too warm to be trapped and annihilate almost instantly on
the walls of the trap. Each trapping cycle creates tens of thousands of atoms while typically
only 15-20 are trapped. Once trapped, though, the atoms have a lifetime of approximately
60 hours [62], during which we can conduct experiments. Important fundamental studies the
ALPHA collaboration has recently performed on antihydrogen include measuring its charge
[5], the 1S-2S transition [62] and lineshape [63], and the hyperfine spectrum [64].

Spectroscopy experiments on matter are normally performed on at least tens of thousands
of atoms at a time and rely on an emission or absorption signal from the cloud of atoms. The
comparatively small number of antimatter atoms we trap means the emission or absorption



CHAPTER 1. ANTIHYDROGEN FOR PRECISION PHYSICS MEASUREMENTS 15

signal would be too small to measure precisely. Instead, we detect the signals resulting from
annihilations of antihydrogen atoms with atom on the wall of the trap. The annihilation of
the antiproton in an antihydrogen atom with a proton or neutron in a matter atom generally
produces 2-5 charged pions. The pion trajectories are tracked in the silicon vertex detector
used in ALPHA; this will be discussed in more detail in Chapter 2. We run experiments where
we test if an applied electric field or electromagnetic radiation interacts with atoms, with
the experiment designed such that an interaction causes the atom to escape the magnetic
trap and annihilate on the wall. If antihydrogen interacts with a laser or microwaves at a
particular frequency, we observe the strength of the interaction by counting the number of
antihydrogen atoms that annihilate during the laser or microwave exposure.

In the ALPHA trapping scheme, the positrons outnumber the antiprotons by a ratio
of about 30:1. Previously in the ALPHA experiment, the number of positrons varied on
the order of a factor of two due to various fluctuations, and this impeded our trapping
development and ability to maintain consistent trapping rates. This thesis reports on a new
plasma development called SDREVC [65] that enables us to precisely produce a particular
number of particles at a particular density from a plasma with varying initial conditions,
with the only requirement that the initial plasma have more particles than we need. So, if
we want to use three million positrons, we can load any number greater than around 3.3
million and apply this technique to produce a plasma with three million positrons.

After reducing fluctuations in the number of positrons from 24% in the initial load to
around 4% after applying SDREVC, we proceeded with a new line of trapping development.
This development was motivated by simulations that indicated a linear ramp of potential
wells would inject more and colder antiprotons into the positron plasma than we had been
achieving with autoresonant injection [66]. We increased our trapping rate by more than a
factor of ten, which made it possible to perform the hyperfine study (a measurement that
inherently requires many atoms to be in the trap) and achieved a much higher precision 1S-
2S spectroscopy measurement than would have been possible at the previously low trapping
rate.

1.8 Organization of this thesis
The collaborative nature of the work discussed in this thesis means the author had a promi-
nent role in some developments and a contributing but less responsible role in other devel-
opments. The 24-hour operation of the experiment means work is divided into shifts, and a
project started by one group of people is often continued by the next group, with each week’s
work coordinated daily by the run coordinator. From 2015-2018 the author usually worked
three to five 8-hour shifts a week except when absent for conferences or other travel and also
served as run coordinator for several weeks. The main focus of this thesis, the SDREVC
method, was the author’s own individual project. The author played a substantial role in
the subsequent studies to improve antihydrogen production rates (section 5.1) and develop
antihydrogen accumulation (section 5.3), but notes that these were collaborative efforts and
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development was continued from one set of shift workers to the next. The author contributed
to shifts for the other physics results cited. during part of the 2014 run prior to the charge
measurement (section 5.8), and was directly involved in operating the experiment during the
1S-2S spectroscopy (section 5.10) and hyperfine spectroscopy (section 5.9) measurements.

This thesis reports on the hardware and general operational procedures for running the
experiment in chapter 2, discusses non-neutral plasma theory that motivated the SDREVC
method in chapter 3, and then presents the results of SDREVC in chapter 4. Other plasma
studies and a discussion of the precision antihydrogen measurements are presented in chapter
5, followed by the conclusion of this thesis in chapter 6.
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Chapter 2

Trapping Antihydrogen: trap
hardware, procedures, and diagnostics

2.1 Trapping antihydrogen: general requirements and
procedures

Synthesizing antihydrogen
Antihydrogen formation from positron and antiproton plasmas can occur via two mecha-
nisms: radiative recombination (RR) and collisional three body recombination (TBR). In
radiative recombination, an antiproton and positron combine and emit a photon that carries
away the excess energy:

p̄+ e+ → H̄ + hν. (2.1)
This is calculated to have a recombination rate per trapped antiproton in a plasma of

density ne+ and temperature T [67]:

Γ1 = 3× 10−11
(

4.2
T (K)

)1/2
ne+

cm3
1
s
. (2.2)

In three body collisional recombination, two positrons collide with an antiproton at the
same time and one of the positrons bonds with the antiproton to form antihydrogen while
the other positron carries away the extra energy:

p̄+ e+ + e+ → H̄ + e+. (2.3)

TBR was calculated to have a recombination rate scaling as T−4.5 [67, 68] for an infinite,
unmagnetized plasma:

Γcoll = 6× 10−12
(4.2
T

)9/2
n2
e+ s−1. (2.4)
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Three-body combination is expected to dominate the total recombination rate. For
typical values ne+ = 2.5 × 108 cm−3, Np̄ = 105, and Te+ = 15K, ΓRRNp̄ ≈ 400 s−1 and
ΓTBRNp̄ ≈ 1.2×108 s−1, so ΓTBR � ΓRR. However, measurements of the recombination rate
in the ATHENA trap showed the rate scaling as T−0.7±0.2

e+ [69], which appears much closer to
the scaling calculated for RR. However, the absolute rate, 432 Hz, was much higher than the
40 Hz predicted for radiative recombination [69]. There is no analytical formula for the TBR
rate in a finite length magnetized plasma, although calculations of a magnetized plasma [70]
show that the TBR rate is an order of magnitude lower for a magnetized plasma than for
an unmagnetized plasma. Note also that a measured recombination rate is most likely lower
than the true recombination rate due to the possibility of antihydrogen atoms being created
in high energy states and being reionized before they annihilate. Thus equations 2.2 and 2.4
are useful for showing the expected dominance of TBR over RR in antihydrogen synthesis
but do not predict the measured synthesis rates because of the assumptions. Simulations of
plasma conditions for specific trap geometry, as in Ref. [71] and [72], are the best way to
calculate recombination rates. Further details on the theory of cold antihydrogen synthesis
are given in Ref. [73].

A third method for creating antihydrogen relies on mixing antiprotons with positronium.
The nanosecond lifetime of positronium means that it is necessary to create positronium in
situ. The GBAR experiment proposes to make H̄ and H̄+ ions by cooling positrons down
to a few 10s of Kelvin and quickly injecting them onto a hollow tube made of mesoporous
silica to form ortho-positronium with a goal of forming 1010 positronium in a 0.01cm3 tube,
exciting them via a laser to the 3D state, and sending the antiproton beam to the excited
positronium cloud [39] and trap the resulting H̄+ ions.

Thermal limit of trapping antihydrogen
Developing techniques to make antihydrogen took several years, and, as mentioned before,
in 2010 the ALPHA collaboration succeeded in trapping antihydrogen for the first time
[59]. While electrically neutral and thus insensitive to electric potential wells and barriers,
antihydrogen can be trapped in a magnetic minimum Ioffe trap if the atoms are sufficiently
cold and the trap is in an ultra-high vacuum (UHV). In ALPHA, a magnetic minimum trap
is formed by radially confining fields of an octupole magnet and axially confining fields of
mirror magnets. The magnetic field configuration has a trap depth of 0.8 T on top of a base
field of 1T. Antihydrogen atoms are trapped if their kinetic energy is less than the potential
energy barrier of the magnetic trap (the difference in potential energy from the confining
wall of the trap to the base of the trap at 1T).

The potential energy of antihydrogen’s magnetic dipole moment in a magnetic field is

U = −µH̄ ·B (2.5)
where µH̄ = −mJgJµB; mJ is the magnetic quantum number, gJ is the Landé g-factor, and
µB is the Bohr magnetron. J is the total angular momentum and is the sum of the sum of
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the orbital angular momentum L and the spin angular momentum S.
Antihydrogen atoms are created in a large range of Rydberg energy levels but quickly

decay to the ground state, where L = 0. In the ground state, S = ±~
2 , and the spin

magnetic moment of particle i is defined as µSi = −gi qi
2miS, with gp̄ ≈ 5.6 [54] and ge ≈ 2

[74]. The large mass difference between positrons and antiprotons means µH̄ ≈ µSe+ . The
split of an atom’s energy level based on the relative orientation of the spins of the antiproton
and positron is referred to as hyperfine splitting, and a high precision measurement of this
phenomenon in antihydrogen was recently performed by the ALPHA collaboration [64] and
is discussed in Chap. 5. Inserting S = ±~

2 , corresponding to the positron spin aligning
or anti-aligning with the magnetic field, and ge+ ≈ 2 into the equation for the magnetic
moment, we find that µH̄ = ∓µB. Thus the trap depth for antihydrogen is U = ∓µBB, or
in units of Kelvin and Tesla, U(K) = 0.67∆B(T).

The maximum velocity of a trapped antihydrogen atom can be calculated by equating
a maximum kinetic energy to the potential well depth of the trap. For a trap depth of 0.8
Tesla, the maximum temperature of trapped atoms is 0.54K, or 4.66 × 10−5 eV. Equating
this to 1

2(938×106)v2

c2 , we find v
c

= 3×10−7 so v = 90m
s . In a standard Penning trap a meter

long with electrode radii less than 2 cm, an atom in the middle of the trap will annihilate
against the wall within a few milliseconds of the trap magnets turning off.

Given that the antihydrogen trapping rate depends on the temperature of the antihydro-
gen atoms produced, the antiprotons and positrons in their plasma states must be as cold as
possible. Plasma cooling methods are discussed in detail in Chap. 3. Moreover, the antipro-
ton and positron mixing method must be finely tuned to produce the coldest antihydrogen
atoms, and mixing processes can cause the particles, especially the antiprotons, to heat up
substantially. Previously we autoresonantly excited antiprotons into the positron well, but
this caused the antiprotons to heat up dramatically and our trapping rate was limited to
about one atom at a time. However, simulations completed a few years ago (see Refs. [75]
and [66]) compared the number of injected antiprotons and their temperatures for both the
autoresonant excitation scheme and the linear ramp injection. The results showed that the
linear potential ramp, which evaporates antiprotons and positrons toward each other, results
in a higher number of antiprotons mixing with the positrons at a lower temperature than
in the autoresonant injection method. Linear mixing had previously been tried but didn’t
produce trappable antihydrogen atoms, and it was thought that uncontrolled jitter in plasma
parameters made it impossible to develop a successful trapping procedure, while autoreso-
nance is more immune to the jitter. A key result of this thesis is the implementation (Chaps.
3, 4) of a new method to reproducibly control the number and density of lepton plasmas.
This allowed for and motivated the successful development of our current linear mixing ramp
which yields a trapping rate 15-20 times higher than we achieved with autoresonance. A
discussion of these two trapping methods is given in Chap. 5, while this chapter continues
with a description of the hardware and software components of ALPHA.
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2.2 Overview of the apparatus
Figure 2.1 shows the engineering diagram of the central part of the ALPHA apparatus: the
atom trap and surrounding components. The entire apparatus including the catching trap
and positron accumulator is too long to show in detail in one figure, so the catching trap
is shown in figure 2.2 while the positron accumulator is only described in Sec. 2.2. Key
components of the apparatus are marked on the diagrams and described in the following
sections:

• First-stage Penning trap: the “catching” trap (Sec. 2.2a)
• Carlsberg Magnet (Sec. 2.2b)
• Liquid helium reservoir and cooling regions (Sec. 2.2c)
• Liquid helium inlets for the cryostat and the Carlsberg magnet (Sec. 2.2d)
• Outer vacuum chamber and outer vacuum chamber heat shield (Sec. 2.2e)
• Ultra high vacuum regions (Sec. 2.2f)
• Gate valves on both ends of the experiment to separate vacuum regions (Sec. 2.2g)
• Ion pumps (Sec. 2.2h)
• Atom trap (Sec. 2.2i)
• Silicon Vertex Detector (Sec. 2.2j)
• Microwave wave guide for the hyperfine measurements (Sec. 2.2k)
• Flappers, for physically blocking radiation and particles traveling down the beamline

(Sec. 2.2l)
• Laser beam paths (1S-2S and Lyman-alpha wavelengths) and laser shielding boxes

(Sec. 2.2m)
• Movable sticks with an electron gun, electrode, and MCP (Sec. 2.2n)

Catching trap
The catching trap, named because its primary job is to catch and then cool antiprotons, is
a cryogenic Penning-Malmberg trap with a 3T axial magnetic field. The catching trap is
cooled by a helium cryocooler which sets the temperature of the trap walls to about 6K;
a separate cryocooler is used to cool the superconducting magnet. It is separated by the
antiproton decelerator by a thin metal foil moderator, which separates the higher pressure
vacuum in the AD from the ultra high vacuum in ALPHA and moderates the energy of the
incoming antiproton beam: when the beam passes through the moderator, the collisions of
the particles result in the beam energy spreading out, and the wider distribution provides
more slow antiprotons. The trap contains two high voltage electrodes that can be set to±5 kV
which are necessary to catch the antiproton beam, and is also equipped with a movable stick
with an electron gun and micro channel plate detector. The catching trap is physically
separated from the atom trap by about 4 meters; the distance in between includes a section
of temperature UHV beamline at room temperature with transfer magnets and the movable
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Figure 2.2: Catching trap assembly

diagnostic stick. During normal operation, the atom trap vacuum is open to the catching
trap vacuum, but during thermal cycles or interventions, gate valves are closed to isolate
the vacuum environments. For example, the valves on both ends of the catching trap in Fig.
2.2 can be closed to isolate the catching trap vacuum from the AD’s vacuum and the rest of
ALPHA’s vacuum.

Carlsberg magnet
The Carlsberg magnet, named for the Carlsberg Foundation which provided the funding to
build it, is a large superconducting solenoid which provides a uniform axial magnetic field
over approximately 80 cm surrounding the atom trap. It has a liquid nitrogen heat shield
and an inner liquid helium reservoir; while not strictly necessary, the LN2 shield reduces the
LHe consumption. We normally set the current to provide a magnetic field of 1T, but it is
capable of producing higher fields. As with all superconducting magnets, slight resistance
in the magnet’s closed circuit causes the current circulating through the magnet to drop
over time, and in this case case at an approximate rate of 0.35µT per hour. To overcome
this systematic drift, we reset the Carlsberg daily or weekly depending on the experimental
program. Precise knowledge of the magnetic field is necessary for the hyperfine measurement,
because, as outlined above in Sec. 2.1, the hyperfine energy levels scale with the magnetic
field. When we know the precise value of the magnetic field we can collect data within a
narrow window of parameters and achieve a highly precision measurement.

Resetting the magnet involves turning on the magnet’s power supply and ramping up
the current to a level matching the current in the magnet. We then turn on a heater that
closes a superconducting switch which short-circuits the power supply current output to run
in series with the magnet leads. After the current in the magnet matches the power supply
current, which we observe by the magnetic field changing, we turn off the heater and wait
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a few minutes for the switch to open. When the switch is open we ramp the power supply
back down.

The cryogenic environment
The trap is thermally connected to a liquid helium cryostat, which cools the walls of the
trap to 5-6K and ensures the trap magnets are superconducting. When cold, the experi-
ment consumes approximately 20 liters of liquid helium an hour to keep the trap magnets
superconducting and the walls of the trap cold. To continuously supply the experiment with
liquid helium, a 1000 l dewer is permanently stationed next to the experiment; 500 l dewers
of liquid helium are transported by crane into the experimental area (the "zone") and we
connect shielded transfer lines and a helium gas pressurization line that forces liquid helium
to flow into the cryostat inlet pipe and into the 1000 l dewer. Helium gas that boils off is
collected in transfer lines, or "recovery" lines, that feed back into CERN’s helium liquifier
facility.

The cryostat does not have a liquid nitrogen shield, and only has an outer vacuum cham-
ber (OVC) that shields radiation and insulates the cryogenic areas. The OVC functions like a
vacuum-insulated thermos with cold helium gas and liquid helium cooling the inside. Inside
the OVC are layers of superinsulation and tubes filled with cold helium gas that evaporates
from the liquid in the cryostat. These tubes cool heat shields at the downstream end of the
OVC, then travel along the top of the OVC region along the trap to the upstream end to
cool heat shields there, then return along the bottom of the atom trap to the downstream
end after which the gas is sent into the recovery line. At the top of the cryostat, evaporated
helium gas cools the high temperature superconducting (HTS) leads that transmit current
to the atom trap magnets.

The flow of liquid and gas is controlled by a series of heaters and pressure valves inside
the cryostat, which are controlled by a proportional integral derivative (PID) controller. Of
particular importance is the level of liquid helium in the cryostat and the temperature of
the HTS leads. The rate of gas flow controls the temperature of the HTS leads, and this
rate depends on the pressure of the recovery line. The recovery line pressure fluctuates due
to helium transfers in any experiment in the AD, and the heaters and valves react to ensure
the liquid and gas continue to flow through the right directions.

When operating the experiment, we use a labview virtual instrument program to specify
the required temperatures for the HTS leads for the trap magnets and the desired level of
liquid helium in the cryostat. The PID loops command the pressurization valves to open
or close and heaters to turn on and off, which controls the flow of liquid helium and cold
helium gas throughout the cryostat and heat shields to keep the HTS leads at the required
temperatures. The program turns off and disables the trap magnets if the cryostat level or
HTS lead temperatures cross a threshold.



CHAPTER 2. TRAPPING ANTIHYDROGEN: TRAP HARDWARE, PROCEDURES,
AND DIAGNOSTICS 24

Ultra high vacuum in the apparatus
Antihydrogen should be a naturally stable atom as is hydrogen, and thus have an infinite
lifetime under ideal conditions. In matter-based experiments though, its lifetime is limited
by the quality of the vacuum because any gas particle can annihilate the atom. Therefore,
to trap antimatter particles for hours or days at a time, an ultra-high vacuum (UHV) and
cryogenic trap is necessary. To have the best vacuum the trap must be as cold as possible,
because materials inside the trap outgas much less and some of the remaining gas parti-
cles freeze to the walls of the trap. Vacuum gauges at the room temperature segments of
the trap show vacuum at around 10−10 mbar and calculations of the antihydrogen lifetime
indicate a cryogenic vacuum of 10−13 − 10−14 mbar [36]. The design of the trap and pe-
ripheral components thus have to be UHV and cryogenic compatible materials. During any
preparation or intervention, all non-metal components that go in the UHV area have to be
cleaned with isopropyl alcohol (IPA) or ethanol and metal components are cleaned with ace-
tone followed by IPA; acetone is the best cleaner but leaves a residue, and IPA removes the
residue. A compact ultrasonic cleaner is set up in the experimental area to thoroughly clean
small parts with acetone and IPA, and the chemicals are stored in a designated chemical
cupboard nearby. Also, it is necessary to use plastic gloves to work with clean parts as the
oils in a fingerprint could ruin the vacuum; arm-length plastic gloves are used for deeper
interventions.

The experiment is designed to use metal parts for as many components as possible,
but some assemblies required epoxy. The epoxy we use is Stycast 2850-FT with catalyst
#9, because it is compatible with UHV and cryogenic environments. The internal circuitry
connected to the electrodes is a flexible circuit that is also UHV compatible.

We use scroll pumps, turbo pumps, and ion pumps at pressures below 10−5 mbar. Any-
time we open up the UHV region, after completing an intervention and closing off the vacuum
again we bake the internal trap at 80 C and the external hardware (flanges, windows, and
ion pumps) at 100-120 C for at least 24 hours to boil off and pump out residual gas particles.
The baking process improves the vacuum by 1-2 orders of magnitude, and once the apparatus
is cold, at around 5-6K, most remaining gas particles are frozen to the wall of the trap and
the pressure drops below 10−9 mbar. The low number of background gas particles at this
pressure allows antihydrogen atoms to stay in the trap for many hours without annihilating.

As the bakeout process is required anytime the atom trap is opened to atmosphere, we
bake the apparatus when we commission the experiment at the beginning of each year’s run,
and try to avoid doing interventions in the apparatus during the run. If we have to break
the vacuum for an intervention, we first bring it up to atmospheric pressure with gaseous
nitrogen to reduce the amount of water vapor that enters the trap.

Heat shields and flappers
As described above, the Carlsberg magnet has a liquid nitrogen heat shield and the cryo-
stat has an OVC heat shield, which protect the liquid helium-cooled sections from room
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temperature radiation. However, radiation still travels down the trap axis from the room-
temperature regions by the sticks shown in Fig. 2.1. To minimize the axial radiation, a
series of copper heat shields, disks with holes in the beamline region , are mounted on both
the upstream and downstream ends.

Thermal radiation is described by the Stefan-Boltzmann law:
q = εσB(T 4

h − T 4
c )A (2.6)

where q is the total energy (in watts), ε = 0.01 − 0.02 is the emissivity for copper in the
temperature range of 150−300 K [76], σB = 5.67×10−8 W/(m2K4) is the Stefan-Boltzmann
constant, Th is the temperature of the warmer body that radiates, Tc is the temperature of
the colder body that absorbs radiation, and A is the surface area of the radiating object. It
is obvious here that a material with low emissivity will radiate less energy to a cold surface
than one with a high emissivity. Copper has one of the lowest emissivity values so it is
commonly used as a heat shield. Using a series of heat shields further reduces the thermal
radiation down the beamline.

Figure 5.10a shows the beamline and the first of a few copper heat shields on the upstream
end. The flapper is in the cryogenic region of the trap, at a temperature of around 6 − 7
K, and the narrow tube in the center of the image is part of the flapper, a CAD model of
which is shown in Fig. 5.10b. The diameter of the tube is designed to be just large enough
to let plasmas be transferred through it. and when the door closes radiation and particles
should be blocked from entering the trap down the beamline, except for what propagates
through small openings offset from the beamline axis for the laser beams. The flappers were
implemented in ALPHA with the hope of reducing the minimum equilibrium temperatures
of the plasmas by blocking the thermal radiation. Note that the thermal contraction rates of
its titanium and silver parts had to be designed to ensure it would still mechanically operate
at the cryogenic temperature and wouldn’t be frozen closed by physical contractions. To
close the door we send about 250 mA of current through the coil mounted on a long tongue
that rotates on a hinge; the other side of the tongue is the door of the flapper, which blocks
the beamline when closed. The current flowing through the coil creates a magnetic field
that opposes the surrounding 1 T field from the Carlsberg magnet. The motion is similar
to how an analog meter works: current flows through a coil in the field of a permanent
magnet, and the magnetic force causes the needle to move in an amount proportional to the
current. When a strong enough current goes through the coil of the flapper, the magnetic
force overcomes the force of gravity and makes the door close. As soon as the current turns
off, gravity pulls the door open. A discussion of measurements taken with the flappers closed
is in Sec. 5.7.

Atom trap: a Penning-Malmberg trap with mirror magnets and
an octupole magnet
The core of the atom trap is a one meter long cryogenic Penning-Malmberg trap and an array
of trap magnets inside of the Carlsberg magnet’s constant 1T field. Figure 2.5 shows the
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Figure 2.3: a) Photo looking down the beamline, showing the beam pipe, copper heat shields,
with the flapper appearing as the small circle farther down the beamline. b) CAD design of
the flapper.

arrangement of the trap electrodes, trap magnets, and the silicon vertex detector. Different
trap electrodes have different properties: the electrodes at the center of the trap need to be
set to precise voltages and are controlled by low-noise amplifiers and have a voltage range
of ± 72V, while the outer electrodes require less precision and can be set to ±140V.

To confine antihydrogen in three dimensions, radial and axial fields are required. Five
solenoid mirror magnets create the axial magnetic trapping field on top of the base 1T
solenoid field. A radially increasing field is produced by a multipolar magnet; the field for
multipole order l scales as rl−1. l = 2 is a quadrupole, l = 3 is a sextupole and l = 4 is an
octupole. Figure 2.4a shows the normalized fields as a function of radius. Calculations [77]
showed that a quadrupole field is not flat enough for sufficient trapping in Penning-Malmberg
traps, and ultimately an octupole magnet was chosen for the trap.

The octupole windings are visible underneath the electrically insulating kapton film in
the photograph of the trap in Fig. 2.4b. We use very thin electrodes and install the octupole
magnet as close as possible to the outside radius of the electrodes because the depth of the
trap is defined by the difference in magnetic fields at the wall of the trap and the axis of the
trap.

To find the depth of the trap for the combination of the trap magnets, we first have to
find the maximum and minimum of the magnitude of the combined magnetic fields from the
following equation:

~B = ~BCarlsberg(z) + ~Bmir(r, z)) + ~Boct(θ, r, z). (2.7)

Then, the trap depth is, ∆B, is as follows [36]:

∆B(T) =
√
B2
r +B2

z −Bz, (2.8)

where the the radial octupole inside the magnet is defined as Br and the axial mirror fields
constitute Bz. The magnet currents are chosen in ALPHA to produce a 0.8 T field depth.
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Figure 2.4: a) Radial Multipole Fields, where RMAG is the radius of the magnet. Image from
Ref. [78]. b) Photo of octupole magnet mounted over atom trap, with assembly wrapped in
insulating kapton film.

A deeper trap depth would improve the trapping rate, but it would be difficult to man-
ufacture an octupole that could carry higher current. Additionally, the inhomogeneity in
the azimuthal magnetic field caused by the octupole field induces positron heating, and a
stronger field would induce more heating which could negatively affect the trapping rate.

Silicon Vertex Detector and annihilation analysis
Our antihydrogen physics results are based on studies counting individual atoms by their
annihilation events. The ability to detect single atom events allows us to make precise
measurements with fewer atoms than are typically used in traditional spectroscopy measure-
ments on matter atoms. As previously mentioned, rather than detecting the light emitted by
excited atoms falling back to the ground state or a dip in an absorption spectrum, we design
experiments where atoms are excited, escape the trap, and almost immediately annihilate
with atoms on the wall of the trap. This means that the proof of an interaction between
an externally applied signal and the antihydrogen atoms is their annihilation, and our first
1S-2S spectroscopy result was obtained by measuring annihilations of only a few hundred
atoms [62].

The Silicon Vertex Detector (SVD) has 72 hybrid silicon modules arranged in three
radial layers and detects these individual events. Simultaneous triggers in the detector are
reconstructed into tracks [79]. If the tracks can be extrapolated to a single point inside
the trap, and if they don’t form a single straight line which would indicate a cosmic ray
background event, the tracks are likely the result of an annihilation. Analysis code applies
a number of cuts to time-coincident tracks to differentiate antihydrogen annihilations from
cosmic rays.

Each e+e− annihilation event produces two γ rays while p̄p and p̄n annihilation events
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Figure 2.5: Schematic of the atom trap electrodes, microwave access, magnets, and three-
layer silicon vertex detector. Figure from Ref. [64]

.

produce pions. Charge conservation requires that p̄p annihilation events produce equal num-
bers of π+ and π− particles and additional π0 particles, while p̄n annihilation events produce
an extra π− particle along with π+π− pairs and π0 particles. The SVD is only sensitive to
charged particles so we reconstruct events based on the π+ and π− particles created in anti-
hydrogen annihilation events. Branching ratios represent the probability for different particle
combinations resulting from a decay or interaction. For p̄p annihilations, p̄p → π+π−Nπ0

has a branching ratio of 42.6% for N={0, 4} and p̄p→ π+π+π−π−Nπ0 has a branching ratio
of 45.8% for N={0,3} [80]. Annihilation events producing a larger number of charged pions
are possible but carry much lower probabilities. The branching ratio for p̄n→ π−π0 events
is 16.9%, for p̄n → π−π−π+Nπ0 events is 59%, and for p̄n → π−π−π−π+π+Nπ0 events is
22% [81]. If two charged pions are emitted back-to-back, they will appear in the detector like
a single track from a cosmic ray and the event will be rejected; a two-track event is counted
as an annihilation event only if the tracks have a noticeable angle between them [82]. The
higher probability of events with three charged pions combined with the tracks of three par-
ticles easily differentiable from a cosmic ray leads to a high majority of reconstructed events
having three charged pions. Since we don’t accept events with only a single charged particle,
the π−π0 events are ignored.

A “mixing trigger” is an event where some number of silicon modules record a signal
at the same time, indicating there was possibly an annihilation event, while a “passed cut”



CHAPTER 2. TRAPPING ANTIHYDROGEN: TRAP HARDWARE, PROCEDURES,
AND DIAGNOSTICS 29

(a) Diagram of silicon modules in the sil-
icon vertex detector. Figure from refer-
ence [36].

(b) Reconstructed tracks of three charged
pions that hit the detector at the same
time. Two or more time-coincident tracks
that originate from a single point but
pass the analysis cuts are counted as an
annihilation event and called a “passed
cut.”

event is one where the the tracks in a triggered event pass the analysis cuts that differentiate
between annihilation events and cosmic ray background events. This analysis is performed
using multivariate analysis (MVA) software [83, 84]. When we run repeated experiments on
antihydrogen over several days, the cosmic ray background rate is measured during free time
when there is no antimatter in the experiment in order to track the daily background rate.

The optimization of the cut parameters depends on the length of observation of antihy-
drogen atoms. The cosmic background rate is constant at about 10 Hz [64], but the signal
rate varies substantially for different measurements, depending if the measurement causes
antihydrogen atoms to escape the trap and annihilate rapidly or over several minutes. Us-
ing more stringent cut parameters decreases the cosmic background but also reduces the
efficiency of detecting antihydrogen [85]. For example, in the recent characterization of the
1S-2S transition [63], the signals were measured in observation windows of 1.6s, 32s, and
300s. The cut optimizing the signal for the 1.6s observation gave a background rate of 0.19
Hz and an efficiency of 85% annihilations per detector trigger, meaning that if we measured
85 annihilation events there were 100 annihilation events that occurred, 15 of which were
rejected by the analysis. The optimization for the 32s window suppresses the background to
0.033 Hz and an efficiency of about 80%, and the optimization for the 300s window gave a
background rate of 0.001 Hz and an efficiency of 47%.
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Microwave source
The microwaves are produced by an Agilent 8257D PSG frequency synthesizer and Miteq
AMF-4B amplifier [64] and fed into the experiment through a vacuum feedthrough and down
a waveguide into the Penning trap. Microwaves are used in ALPHA to drive the hyperfine
transition in antihydrogen (Sec. 5.9) and drive electron plasmas at the ECR mode frequency
to determine the magnitude of the magnetic field (Sec. 2.4).

Lasers
The 1S-2S transition in antihydrogen is excited by simultaneous interaction with two photons
of half the transition frequency; the use of two photons cancels the first order Doppler shift.
After the photons interact with the atom, the 2S state atom is no longer trapped and quickly
annihilates on the trap wall. To create the photons, an extended cavity diode laser (ECDL)
creates 972-nm light which is then processed by a Toptica TA-FHG pro laser system in a small
laser laboratory next to the apparatus. The light is then transmitted into the experimental
zone and sent through windows in the apparatus to a high finesse cavity inside the cryogenic
region of the experiment to produce 150 mW of 243 nm light [63]; inside the cavity the
power builds up to approximately 1W. It is not possible to align the cavity exactly along the
beamline axis but the cavity mirrors are close to the beamline and angled so that the laser
beam crosses the axis of the trap at an angle of only a few degrees in order to maximize
its chance of interacting with the trapped antihydrogen atoms. The 1S-2S spectroscopy
experiment is discussed in Sec. 5.10.

Diagnostics and electron guns
The long beamline structure in ALPHA requires us to use movable sticks in order to have
a microchannel plate (MCP), an electron gun, and an empty “passthrough” electrode that
are aligned with the beam axis at different times. There are movable sticks installed in the
beamline for the atom trap and the catching trap, as indicated in Figs. 2.1 and 2.2. A CAD
diagram of the atom trap stick is shown in Fig. 2.7. Each stick can be moved to the egun
position to provide electrons for an electron plasma, then moved down to the passthrough
electrode or microchannel plate to transfer particle or diagnose the plasma. These sticks are
located along the room-temperature beamline segments of the apparatus and at magnetic
fields a factor of 90-100 lower than in the center of the traps. The large gradient in the
magnetic field creates a magnetic mirror that blocks a fraction of electrons emitted by the
electron gun and causes the plasma to expand when traveling from its potential well to the
MCP.

The number of particles is measured with a Faraday cup, the plasma radial density
profile is inferred from pictures of the fluorescence of the plasma on the MCP, and the
plasma temperature is found by measuring the number of particles escaping the trap as a
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function of the potential well depth. These measurements are destructive, as they require
dumping the plasma onto the detector.

Faraday Cup
A Faraday Cup (FC) is used to count the total number of charges in the plasma. If we
know the capacitance (C) of a metal plate, we can measure the voltage (V ) across it from
the charged particle beam and determine the charge (Q) by the equation Q = CV . A
background measurement of the voltage on the plate without a plasma is subtracted from
the voltage induced by the plasma, and the integration of the background-subtracted charge
distribution as a function of time gives us the total charge. For measurements of plasmas
in the catching trap, the moderator for the antiproton beam is used as a Faraday cup. For
measurements of plasmas coming from the atom trap, we use a Faraday cup mounted on the
catching trap stick.

Micro-channel plate
The Micro-channel plate (MCP) we use in ALPHA is a 40 mm diameter Photonis MCP with
a P46 phosphor screen [36]. The MCP is a circular plate with a slanted honeycomb lattice
of glass channels, and the front is biased 500-1100 volts higher than the back, creating a
very high electric field [86]. The emissive surfaces in the honeycomb lattice and the large
electric field induce an avalanche of accelerating charges proportional to the initial number
of incident charges, and the charges produce fluorescence on the phosphor screen, which we
normally bias to 4700 or 5000V. For a discussion of antiproton, electron, and positron MCP
calibration methods and gain settings used in ALPHA, see Ref. [87]; for a general reference
regarding MCP detectors, see Ref. [88]. With the high gain in signal, it is possible to detect
a single charged particle. To image positrons, the front of the MCP is negatively biased at
-100V and to image electrons and antiprotons, the MCP is biased at +100V. Antiprotons
produce a much brighter fluorescence because the pions from the annihilation also leave
a signal on the phosphor screen. We dump a plasma by putting it into a well about a
centimeter long and tens of volts deep, then suddenly bring down the voltage of the trapping
electrode to flatten out the well. To ensure all the charges go in the direction of the MCP,
the remainder of the well is slanted and a blocking potential is applied on the side opposite
the MCP camera. The fluorescence of the phosphor screen is imaged by a CCD camera and
shows us the radial profile of a plasma as in Fig. 2.8.

We fit the intensity distribution of the image to a generalized gaussian function:

f(r) = ae−(r/b)α + c (2.9)

where a is the line-integrated density, b is the plasma radius, and α ≈2 describes the scale of
the drop-off region in Fig. 2.8 and indicates how close the plasma density distribution is to
a true gaussian where α = 2. The normalized net intensity (NNI) calculated by the fit can
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be calibrated to the number of particles by preparing identical plasmas and measuring the
NNI and the number of particles on the FC and finding the factor to convert between the
two. We can increase the fluorescence by increasing the MCP gain, which we do for certain
measurements on a few hundred or thousand particles. If the MCP image is saturated, which
is indicated by the line-integrated density being above a threshold or by a sharp drop-off
over the radius, we decrease the gain.

Anytime the camera is physically moved we need to measure the pixel-to-mm calibration.
To do this, we take an image of the edge of the MCP, use software to fit the edge of the
MCP to a circle with diameter 40 mm and calculate the conversion factor. The final piece
of information we need to determine the plasma parameters are the values of the magnetic
fields at the location the plasma was in just prior to being dumped to the MCP and the
magnetic field at the MCP; as particles follow along field lines, the plasma expands radially
by a “fringe factor” of

√
Btrap/BMCP when traveling through the magnetic field gradient

form the high-field region in the trap to the low-field region at the MCP. For example, if a
plasma was in a 1T field in the trap and the MCP is at a 0.01T field, the fringe factor is 10,
meaning that the radius is 10 times larger at the MCP than it was in the trap.
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Figure 2.7: The atom trap "stick" with vertically stacked elements: an MCP and phosphor
plate assembly, an electrode, and an electron gun.
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Figure 2.8: Image data (orange circles) and generalized Gaussian fit (brown line) of the
intensity as a function of radius corresponding to the inset MCP image of an electron plasma.
Figure from reference [65].

Plasma temperature diagnostic
We generally assume that particles in plasmas are in thermal equilibrium with each other
and that the parallel and perpendicular temperatures of particles are equal. To measure the
parallel temperature of the plasma, we measure the number of particles escaping and map
it to the depth of the potential well it was in: particles must have energy E = q(φw − φc)
where φw is the blocking potential applied by the electrode and φc is the self-potential of the
plasma. Following the discussion in [89], we assume the parallel temperature of the plasma
is Maxwellian. While φc will change as the plasma is dumped, we can approximate it as
a constant while the first few particles escape the well, and then define E = q(φe) where
φe = φw − φc at the moment the plasma starts to escape.

Thus, since a Maxwellian distribution F scales with the number N:

F (E) ∝ exp
[
− E

kBT

]
, (2.10)

→ N(qφe) ∝ exp
[
− qφe
kBT

]
. (2.11)

Experimentally, we map the 20ms dump time to the simultaneous ramp voltage of the
potential well and measure the number of particles escaping as a function of time. Instead
of only using a Faraday cup, we use an MCP to amplify the signal and the phosphor screen
as an FC to record the voltage (from which we calculate the charge) as a function of time.
We fit a semi-log line to the first few number measurements as a function of the blocking
potential to calculate the temperature:

T (E) = ln(N(E))
qφekB

. (2.12)
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Figure 2.9: Temperature data recorded from a plasma at 81K calculated from the exponential
fit.

The positron source and accumulator
The radioactive Na-22 source emits positrons in β+ decays. The moderation and accumula-
tion process is described in [36] and summarized in this section. In order to create a beam
of cold positrons with nearly the same energy, the positrons pass through a solid neon mod-
erator. Following ionizing collisions inside the moderator, approximately 0.5% of the initial
number of positrons emerge as a beam of positrons at about 80 eV. This energy is set by the
bias voltage of the moderator and the band-gap energy of solid neon [90]. In order to freeze
the neon, the source and the moderator are cooled to about 5 K with a cold-head cryocooler.
Periodically, on the order of a few weeks, the number of positrons transferred into the atom
trap drops, which is a sign that the moderator is not moderating the beam well enough and
needs to be regrown. It is unknown why the moderator fails, but possible reasons are that
the neon ice sublimates or becomes contaminated. To regrow a moderator, heaters turn on
to raise the cold-head temperature to 30-40K so that the neon sublimates, and then the
cold-head is cooled back down. Once cold, neon gas is flowed into a small chamber around
the moderator, and a thin layer freezes onto a thin metal window just below the source and
becomes the new moderator.

In ALPHA, we use a Surko-type positron accumulator [91], and our accumulator’s Penning-
Malmberg trap is surrounded by a 0.14T axial magnetic field created by a non-superconducting
copper magnet. This type of accumulator includes a trap with three stages of nitrogen buffer
gas cooling at different pressures, and each stage of buffer gas cooling is 500-650mm long.

In the first stage, the positrons enter a long single electrode and mix with N2 gas at 10−3

mbar. Positrons emitted by the source can cool by transfering kinetic energy to an electron
in an N2 molecule during an inelastic collision, or can annihilate with an electron in the
molecule and form positronium:

e+ +N2 → e++ N∗2 (2.13)
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or
e+ +N2 → Ps+N+

2 ; (2.14)
it is expected that about 30% of the positrons from the beam cool in the nitrogen gas are
not annihilated, and are captured in the first stage of the accumulator [91].

The second stage has a lower gas pressure at around 10−4 mbar and a single electrode
biased to a lower voltage (creating a deeper well than in the first stage) and the third stage
has the lowest gas pressure at 10−6 mbar and a series of four electrodes that are used to create
the final trapping well. To obtain the gradient in pressures in a Surko-type accumulator,
the diameter of the electrodes is increased with each stage and gas is let into the first stage
electrode and pumped out of the middle electrode, with an additional vacuum pump at the
end of the final stage. All of the gas is pumped out prior to opening a gate valve that
separates the accumulator vacuum and the trap vacuum and transferring the positrons into
the atom trap. The transfer efficiency in ALPHA is low, possibly because of mirror magnetic
fields blocking particles. Even when a few tens of millions of positrons are trapped in the
accumulator after 100s, during the 2016 run we only caught 4-6 million in the atom trap.

2.3 Experimental protocols and procedures

Programming the apparatus
In ALPHA, almost all hardware devices are controlled by labview. The electrode poten-
tials and other hardware commands are written in individual routines called “macros,” while
multiple potential well manipulations and other hardware procedures are programmed se-
quentially in “sequences.” The top-level software is called the “master controller” which
compiles and runs the macros, sending control bits to all the connected hardware compo-
nents. A sequence to trap antihydrogen has hundreds of thousands of individual commands;
a simple procedure such as shifting a plasma from being trapped in one well to the neigh-
boring well is typically done by ramping voltages over 1-10 thousand steps to avoid heating
or disturbing the plasma.

For example, to load an electron plasma in the catching trap and count the number of
particles, one loads a sequence into the catching trap section of the master controller and
highlights the settings that tell the stick to move into the position of the electron gun, turn
on the electron gun, prepare a potential well in the trap that catches electrons, turn off the
electron gun, and morph the potential well to dump the particles onto the faraday cup. One
can use the same sequence and change the settings to instead dump the particles onto the
microchannel plate, or load up an additional sequence that controls the potentials in the
atom trap and highlight the settings to transfer the plasma from the catching trap to the
atom trap. Almost all developments of the plasma operations involve creating entirely new
sequences or editing existing ones. A substantial amount of the experimental work that went
into this thesis research was spent developing, testing, and optimizing new sequences.
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Online monitoring logs and the electronic logbook
We record experimental procedures and informally summarize results in an electronic logbook
called the elog, and track experimental conditions (vacuum pressure, temperature, etc.) in
MIDAS, an automatic online database of sensor data. These online monitoring tools are part
of an open-source software package developed at PSI and TRIUMPH [92]. MIDAS has preset
thresholds for normal operating values, and if a sensor reads a value out of range a warning is
displayed on the main page and a verbal warning is automatically generated and played over
the speakers of any computer looking at the main page of MIDAS. These online databases
and the automatic warnings are essential for safely operating the experiment and enable us
to to look up experimental conditions at any time in the past. Additional database entries
are also automatically generated and uploaded to the elog containing information about
sequences executed, other experimental settings, and antihydrogen trapping analysis results.

2.4 Electron cyclotron resonance measurements as a
magnetic field diagnostic

While Hall probes are installed in various points in the experiment, the most precise way
of measuring the magnetic field in situ is by measuring the electron cyclotron resonance
(ECR) frequency of the plasma [93]. This method and its implementation in the ALPHA
experiment are described in detail in reference [94] and summarized here.

Some aspects of the collective behavior of a plasma can be characterized by the azimuthal
mode number `. The three most common modes are the sloshing mode when ` = 0, diocotron
mode when ` = 1, and the quadrupole mode when ` = 2. In the sloshing mode, the center
of mass of the plasma oscillates inside the trap. In the diocotron mode, the plasma exhibits
bulk rotation about the center of the trap; this is observed on MCP images where repeated
measurements of plasmas show the plasma center moving around a circle. In the quadrupole
or “breathing” mode, the plasma expands and contracts radially, alternating in perpendicular
directions.

Electrons and positrons rotate in a magnetic field at the cyclotron frequency,

fc = |e|B
2πme

; (2.15)

at 1 Tesla, fc = 28 GHz. Electron plasmas in Penning traps oscillate at the electron cyclotron
mode frequency, which is shifted slightly from the single particle ECR frequency due to the
mode behavior described above. The ECR mode frequency is defined as fc,` = fc + ∆fc,`.
∆fc,` is defined as:

∆fc,` =
[
`− 1−

(
rp
rw

)2`
]
fr, (2.16)

where rp is the plasma radius, rw is the radius of the wall, and fr is the rotation frequency.
Normally we expect the plasma to be in the ` = 1 (diocotron) mode.
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When the plasma is cold and in thermal equilibrium,

fr = fE×B =
(

Er
2πrpB

)
. (2.17)

For ` = 1, the frequency is down-shifted from the single-particle ECR frequency by an
amount ∆fc,1 = −(rp/rw)2fE×B.

Our methods for determining the ECR frequency of the plasma are based on measure-
ments of the relative temperature, as the plasma will heat up the most when driven at
the resonant ECR frequency [93]. One method is to observe the plasma quadrupole mode
frequency; this frequency is approximately linearly dependent to the plasma temperature.
To perform this ECR measurement, we drive the plasma at a range of frequencies near the
expected ECR frequency, for example 16 frequencies in the range of 27.9-28.1 GHz, in 4µs
pulses at an amplitude of 2 dBm. Each pulse is separated by few seconds to allow the plasma
to cool down. At the same time we drive the quadrupole mode with one electrode and pick
up the image charge that appears due to the quadrupole oscillations on the neighboring
electrode. We make a plot with the quadrupole mode frequency versus the approximately
28 GHz microwave frequencies and find the peak quadrupole mode frequency. We read from
the plot the microwave frequency that was applied that drove the peak; this frequency is the
ECR plasma frequency.

An ECR frequency measurement can also be made by sequentially loading, driving, and
dumping dozens of small plasmas to directly measure their temperatures as a function of
the applied GHz frequency. This method was developed by the Fajans’ group at Berkeley
[95] as part of the thesis work of Eric Hunter and was implemented by him in the ALPHA
experiment in 2017. A “reservoir” of electrons is loaded with tens of millions of electrons,
from which ten thousand to a million particles are extracted, moved to the desired location
for a magnetic field measurement, allowed to cool for a few seconds in the magnetic field,
driven by microwaves at 80 different frequencies near the expected ECR frequency, and
dumped in a temperature dump (see Sec. 2.2). The peak temperature corresponds to the
ECR mode frequency; see Fig. 2.10. We use a 1 ms microwave pulse for this method because
the density of the small plasma is lower, meaning the collision rate is smaller and it takes
longer to reach thermal equilibrium. When driving at a longer pulse length we must reduce
the amplitude to not heat the plasma (or trap electrodes) too much, so we use an amplitude
of -2 dBm. We drive each small plasma at a range of microwave frequencies as used in the
quadrupole mode measurement, and make a plot of temperature versus microwave frequency
to similarly determine the resonant ECR frequency.
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Figure 2.10: Plasma temperatures as a function of microwave frequency; the peak corre-
sponds to the plasma ECR frequency and is used to directly determine the magnetic field.

2.5 Antihydrogen trapping: sequence of plasma
manipulations

Load electrons and then antiprotons into the catching trap
Antihydrogen production begins upstream in the catching trap. First, the Egun is moved
into position while we wait for a trigger that goes high a specific amount of time before
the antiproton bunch arrives. After receiving the timing trigger, the Egun is turned on,
around 110 × 106 electrons are loaded into the trap and then, using the SDREVC method
described in chapter 4, reduced to 92×106 electrons. A high-voltage electrode is triggered by
a second trigger from the AD and closes the potential well immediately after the antiprotons
are trapped; the well is shown in Fig. 2.11. We then cool the antiprotons for 20 seconds
with the large electron load, and release antiprotons that are too hot by turning off the 5 kV
potential in a process called a "hot dump," retaining only the particles that were cold enough
to stay trapped in a 75V well, usually about 70%. Following the hot dump we divide the
potential well to extract 20% of the cold antiprotons and dump them in order to measure
how many antiprotons we have in that mixing cycle; this is called the "fifth dump." We
cool the remaining of the antiprotons with the electrons (Sec. 3.4), and apply a rotating
electric field (Sec. 3.3) to compress the plasma. Repulsive coulomb collisions between the
particles ensure the antiprotons and electrons are in thermal equilibrium while the rotating
wall compresses the mixed plasma [96]. The antiproton plasma is compressed such that its
radius is generally the same as radius of the electron plasma, even though the two species
typically exhibit centrifugal separation [97]. SDREVC is applied to the combined plasmas to
reduce the electron load to around 23×106 particles; a small fraction of the antiprotons also
evaporate during this SDREVC process, but not enough to noticeably affect the trapping
rate. Following another compression cycle, we then eject the electrons and either transfer
the antiprotons to the atom trap, or take a diagnostic measurement by dumping the cold
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Figure 2.11: The 4.5 kV voltage catching potential with a small 75 V well that initially holds
the electron plasma. The brown dashed line shows the one-sided catching potential while the
orange solid line shows the trapping potential, after the high voltage barrier (gate potential)
on the right is lowered immediately after the beam arrives.

antiprotons to the MCP to record the plasma’s radial profile or temperature.

Kicking out electrons: ekicks
Ejecting the electrons while retaining the antiprotons can be accomplished by negatively
biasing the potential well and quickly opening up one end of it for a few nanoseconds, then
closing it again; this procedure is called an “ekick.” The large mass difference allows the
electrons to quickly escape before the antiprotons move out of the well, but the antiprotons
are heated by collisions with the accelerating electrons. To reduce the amount the antiprotons
heat up, we eliminate the electrons in a series of three ekicks, each with the gate opening
up deeper, until all of the electrons are gone; during the first ekick we can eject 90% of the
electrons, pause for about 20s to let the remaining electrons re-cool the antiprotons, then
during the 2nd ekick reduce remainder by 99% and finally with the 3rd ekick get rid of all the
rest of the electrons. The deepest ekicks would cause the antiprotons to heat the most as the
electrons accelerate the most, but by cooling after the first ekick and doing the deepest ekicks
on about 20 thousand electrons instead of 20 million electrons or more, the antiprotons are
not substantially heated. The catching trap preparation cools the antiprotons by five orders
of magnitude from 4.5× 103 eV to approximately 0.045 eV.

Preparing positrons and antiprotons in the atom trap
Following the last ekick in the catching trap, the antiprotons are ejected from the catching
trap and transferred down the beamline to the atom trap where they are caught and mixed
with another electron plasma. Two solenoids provide local 3T fields at both ends of the atom
trap, and the trap magnets are on to create a 0.8 T deep magnetic well in the center of the
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trap. A few seconds after the antiprotons are transferred, the positrons are transferred from
the accumulator into the atom trap, in the end opposite the antiprotons. The antiproton
preparation in the atom trap is similar to the preparation in the catching trap, including a
hot dump (but no fifth dump), compressing and cooling stages in a 3T field, and three ekicks
with an intermediate cooling stage until the antiprotons are at cryogenic temperatures and
all the electrons are gone. Inside the other end of the trap, the positrons are cooled in a
3T field, then potentials are applied to heat and remove ions from the positrons. SDREVC
is applied to the positrons to produce a uniform number, 3 × 106 Following SDREVC the
positrons are put in a deep well that axially compresses them. After cooling for 10s, the
plasma is transferred to a shallow and longer well next to the antiprotons. In this step the
positrons expand along the axis and adiabatically cool (see Sec. 3.4). Sequences using this
adiabatic cooling procedure instead of evaporative cooling yielded the highest antihydrogen
trapping rate.

The positron temperature after adiabatic cooling is usually in the range of 15-25 K while
the antiproton temperature is in the range of 70-100K. Finally, the antiprotons and positrons
are mixed to form antihydrogen. See Sec. 5.1 for a discussion on previous and current
trapping methods. After the synthesis is complete, the potentials are ramped in a way to
release and accelerate remaining charged particles down the axis. This pushes out remaining
charged particles in order to ensure only antihydrogen atoms are trapped. Since the SVD
detector is sensitive to antiproton annihilations, it is particularly important to ensure no
antiprotons remain in the trapping region during our measurements on antihydrogen. The
trapped antihydrogen atoms are then ready for experiments, and have a lifetime of 60 hours
or longer [63]. When a measurement or set of measurements finishes, the trap magnets are
turned off and electrode potentials are set to zero.
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Chapter 3

Plasma Physics in ALPHA

3.1 Particle behavior in the plasma regime
In the single particle regime particle dynamics are dominated by externally applied forces.
In this regime, a particle exhibits cyclotron motion while rotating in a circle perpendicular
to ~B and longitudinal oscillation in the electrostatic potential well. The effects of self-fields,
for example particle interactions via the coulomb force, are negligible. In the plasma regime,
however, the collective behavior of particles significantly affects the particle dynamics. This
thesis presents a new method to control plasmas and make them reproducible regardless of
the effect of initial collective forces and plasma parameters, and this chapter presents the
theory behind the experimental developments.

Characteristics of plasmas
In a plasma, a collection of charged particles produces an electric field that shields the applied
electric field (this is one of the definitions of a plasma). This shielding is termed “Debye
shielding”, and the distance over which the plasma shields the applied potential by a factor
of 1/e is the debye length λD:

λD =
(
kBTe
4πne2

)1/2

. (3.1)

The number of particles in a sphere with radius of a debye length depends on the plasma’s
density:

ND = 4
3πλ

3
D, (3.2)

and, finally, in order for electric and magnetic interactions to dominate interactions with
neutral particles, the plasma frequency, ωp = (4πn0e

2/m) 1
2 , must be large compared to the

collision frequency, νcoll. = (πe4)/(m2
ev

3).
A collection of ionized particles exhibits collective behavior and is called a plasma if three

conditions are met: if the shielding occurs within the length of the plasma, meaning that L�
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λD; if the density of particles is such that ND � 1; and if the particles’ oscillation frequency
satisfies ωp � ωcoll.. Note that these parameters are all relative to the overall conditions and
are not absolute thresholds. Comparing plasmas found in nature, the temperature ranges
from 100 K in the aurora borealis to 107 K in the core of the sun, and the density ranges
from 106 cm−3 in the intergalactic medium to 1036cm−3 in the core of the sun. The wide
range of plasma parameters contributes to the fact that more than 99% of the observed and
understood universe is in the plasma state. Due to the high ionization energy required to
transform a gas into a plasma, the only naturally occurring plasmas on earth are in lightning
bolts, while aurora borealis is a plasma in the upper atmosphere.

Most plasmas are created from a neutral gas, for example by heating the gas until it
ionizes. This is the process that occurs inside neon plasma light signs, in lightning bolts,
inside the sun, and in plasma fusion reactors. These are called neutral plasmas since the total
sum of the charges is approximately zero. The electrons and ions behave very differently
due to their large mass difference, and calculations of plasma dynamics usually require
approximations, for example approximating the sum of the electron and ion masses as equal
to the ion mass, or approximating the velocity of ions as zero when studying the motion of
electrons.

Non-neutral plasmas consist of particles with the same charge. Due to the strong repulsive
coulomb force present in this type of plasma, collective dynamics are present at lower densities
than required for collective behavior in a neutral plasma. For either neutral or non-neutral
plasmas, the self-potential of the plasma must play a prominent role in the particle dynamics.
This self-potential, φ, is the electric potential seen by the particles on the center of the axis,
and φc ≡ φ(r = 0) can be found by integrating the electric field from r = 0 to r = rw. To
understand the utility of the new technique presented in this thesis, we briefly calculate for
future reference the expression for φc for a long cold (T = 0) plasma :

φc = −
∫ 0

∞
~E · ~dl (3.3)

= −
∫ rp

rw
Edr −

∫ 0

rp
Edr (3.4)

= −enr
2
p

2ε0
ln(r)

∣∣∣∣∣
rp

rw

− enr2
p

4ε0

∣∣∣∣∣
0

rp

(3.5)

=
enr2

p

2ε0
ln
(
rw
rp

)
+
enr2

p

4ε0
(3.6)

=
enr2

p

4ε0

[
1 + 2 ln

(
rw
rp

)]
, (3.7)

where rw is the radius of the electrode, rp is the radius of the plasma, and n is the plasma
density (assumed to be uniform). The zero-temperature approximation comes from the
assumption that the temperature of the plasma is small compared to φc. In ALPHA, typical
plasma temperatures are less than 0.05 eV. Typical space charge values are a few volts, so
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this assumption is reasonable. An analytical calculation of the relationship between φc, N
and n at non-zero temperatures is given in section 4.5. Equation 3.3 shows that for an
infinite length plasma, the variables φc, the line density n = N particles per unit length,
and the number of particles N uniquely define the plasma. Controlling any two of the three
variables will set the value for the third variable; the significance of this will be discussed
later in this chapter.

3.2 Trapping leptons, ions and plasmas
Two standard trap configurations for single (or non-interacting) charged particle confinement
are quadrupole Paul traps and Penning traps, both of which were invented in the 1950s.
Wolfgang Paul invented the quadrupole radiofrequency ion trap [98, 99]. Inspired by Paul’s
developments and also Frans Michel Penning’s ion gauge, Hans Dehmelt then built a trap
with static electric potentials and an axial magnetic field [100]. Normally, Paul traps have
hyperbolic electrode surfaces, but there is a linear Paul trip where the quadrupole RF field is
generated by driving a set of four hyperbolically-shaped rods oriented around the axis [101].
The Nobel prize in physics 1989 was awarded half to Paul and Dehmelt “for the development
of the ion trap technique” and half to Norman F. Ramsey for a separate discovery, “the
invention of the separated oscillatory fields method and its use in the hydrogen maser and
other atomic clocks” [102]. In addition to antihydrogen production, ion traps are used for
for mass spectrometry [103], ion crystal formation [104, 105], positron-electron pair plasmas
[40], and atomic clocks [106].

These traps can be at room temperature or cryogenic. For laser-cooled trapped ion
experiments the trap is not required to be cryogenic, naturally, but most other experiments
require cryogenic traps in order to have good confinement. Laser-cooling of ions is usually
performed in a Paul trap because there is no applied magnetic field around the trapping
region. Non-superconducting solenoids can be used for fields up to a few kilogauss, but the
1-5 T fields usually used in Penning trap experiments require a superconducting magnet.

Penning traps come in two variations: traditional Penning traps use hyperbolically-
shaped electrodes with ring end caps more suitable for single charged particles, while Penning-
Malmberg traps have cylindrical electrodes that allow plasmas to be transferred in and out
along the axis. The static quadrupole electric potentials trap charged particles axially and
the axial magnetic field traps them radially. Planar surfaces are also being studied as a
type of Penning trap [107]. Paul traps are generally used to trap small numbers of charged
particles, for example in ion crystal experiments, while Penning-Malmberg traps are suitable
for both single particle and plasma experiments. A portion of the Penning-Malmberg trap
used in ALPHA is illustrated in Fig. 3.1.

The gaps between the electrodes are electrically isolated with either ruby or sapphire
balls, and potentials up to 5 kV can be applied to the electrodes. The stability of trapped
non-neutral particles or plasmas allows them to be confined for days at a time in an ultra-high
vacuum and cryogenic trap, and, as previously mentioned, the BASE collaboration reported
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Figure 3.1: Example of a plasma trapped in a Penning-Malmberg trap with a segmented
rotating wall electrode.

trapping a small number of antiprotons for more than a year [52]. Excellent introductions
to further properties of non-neutral plasmas are given in Refs. [108] and [109].

3.3 Overview of plasma manipulations performed in
ALPHA prior to antihydrogen synthesis

Plasma confinement using a rotating wall
With any trapped plasma, the plasma will slowly expand and hit the wall of the trap. In
Penning or Penning-Malmberg traps, axial confinement is assured by the electric potential
barriers, but the radial magnetic confinement is not perfect so radial expansion and even-
tually radial particle loss occurs. O’Neil derived an upper bound on the particle loss from
the conservation of angular momentum and conservation of energy equations for an electron
in a Penning trap [110]; a summary is given here. Following his derivation, under normal
trapping conditions, the angular momentum reduces to a summation over r2:

L ≈ −
∑
i

mΩr2
i /2 (3.8)

where L is the angular momentum, Ω = eB/m is the cyclotron frequency, and ri is the
radius of the i’th electron. If a is the plasma RMS radius,∑

i

r2
i (0) = Na2. (3.9)

If the system is azimuthally symmetric, this sets an upper limit on the loss of particles:

(∆N)r2
w ≤

∑
i

r2
i = Na2. (3.10)
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As long as the plasma radius is small relative to the wall radius, rw, the plasma should
be well-confined inside the trap. However, experimental and theoretical studies have shown
that error fields and collisions with neutral gas particles in the trap change the angular
momentum and drive particles to the wall. Thus for confinement time of hours or days it is
necessary to actively compress the plasmas.

Plasma compression
A plasma in a cylindrical Penning trap is ellipsoidally shaped but is often approximated as
a long cylinder. The radial self-electric field, Er, of a cylindrical non-neutral plasma with
uniform density n, and radius rp and length L� rp is:

Er =
(
er

2ε0

)
n. (3.11)

In a magnetic field, the combination of the axial magnetic field and radial electric field
cause a non-neutral plasma with uniform density to rotate around its axis at the ~Er × ~B
drift frequency:

fE×B =
(

Er
2πrB

)
(3.12)

=
(
|e|

4πε0B

)
n. (3.13)

The relationship between the ~Er × ~B frequency and the plasma density is an essential
plasma characteristic we manipulate to eliminate the particle loss described in the previous
section. Huang et al. [111] developed the “rotating wall” technique that drives a rotating
electric field along the axis of the plasma, which applies a torque to the plasma and changes its
angular momentum. If the RW drive frequency is greater than plasma rotation frequency,
the torque from the drive increases L, makes the plasma spin faster, and compresses the
plasma; if the RW frequency is less than the plasma rotation frequency, the drive decreases
L, makes the plasma spin slower, and expands the plasma. This technique was applied to
a magnesium ion plasma in 1996 [112] and an electron plasma in 1998 [113]. A plasma
trapped in a RW field can be confined for weeks at a time [112] and a range of densities can
be controlled by the rotating wall drive.

To produce a rotating electric field, we apply phase-shifted and time-varying sinusoidal
voltages to a segmented “rotating wall” (RW) electrode, shown in Fig. 3.2. These RW
electrodes are divided azimuthally into an even number of segments, usually 4, 6, or 8; in
ALPHA we use RW electrodes with six segments in both the catching trap and atom traps.
For a RW electrode with n segments, we apply to the j’th electrode the voltage

φj = Acos[m(2πfappt± θj)], (3.14)
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Figure 3.2: Trajectory of a particle with E × B motion combined with cyclotron motion in
a rotating electric field. The phase of the voltage applied to each electrode is indicated in
the boxes.

with A the amplitude of the voltage, fapp the rotation frequency, θj = 2πj/n and m cor-
responding to the plasma mode number. The direction of rotation corresponding to ±θj
must be chosen with respect to the sign of charge of the particles and the direction of ~B.
A larger number of segments produces a rotating field with fewer harmonics, and can drive
more modes; for example a 4-segmented electrode can only effectively drive the dipole mode
(m = 1), while a 6-segmented electrode can drive the quadrupole mode (m = 2).

There is a limit to the maximum stable density of a non-neutral plasma, the Brillouin
limit, nB [114]:

nB = mε0Ω2
c

2q2 (3.15)

= B2

2µ0mc2 (3.16)

which is the energy density of the magnetic field divided by the rest energy of electrons. For
electrons in a 1T field, this limit is 4.9 × 1024 cm−3. This limit means we cannot apply an
arbitrarily high frequency rotating wall and achieve an arbitrarily high density. In practice
no lepton plasma has been compressed to anywhere near this limit, while a laser-cooled MG+

ion plasma has been compressed up to 20% of the Brillouin limit [112].
The rotating electric field heats the plasma, and a hot plasma doesn’t sync as well

to the RW frequency. As discussed later in section 3.4, electrons and positrons cool in a
strong magnetic field by emitting cyclotron radiation, so the heat added by the rotating wall
is radiated away within a few seconds after the rotating wall turns off, but rotating wall
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compression of an ion plasma requires either laser cooling for positive ions or sympathetic
electron cooling for negative ions.

Trivelpiece-Gould (TG) modes are thermally excited modes accessible by a long electron
(or positron) plasma in a Penning-Malmberg trap, and Anderegg et al. at UC San Diego
demonstrated that Trivelpiece-Gould modes can be excited by applying a rotating wall [113]
or by modulating one of the trap electrode voltages at RF frequencies [115]. The modes
are observed by driving the plasma at resonant MHz frequencies. The temperature, which
peaks at resonant modes, can be measured either by dumping the plasma or by measuring
the plasma’s thermal emission absorbed by the electrodes. The dispersion relation for TG
modes for an electron plasma with mode number mθ > 0 is [116, 115]:

ωm ≈ ωp

(
rp
rw

)
(rwkz)

[
1
2 ln

(
rw
rp

)]1/2
1 + 3

2

(
~v

vφ

)2
 , (3.17)

where as before rw is the radius of the wall, rp is the plasma radius, vφ = ωm/kz, and
~v ≡ (kbTp/m1/2

e ) gives the dependence on the plasma’s temperature Tp. We note that ωTG
is always smaller than ωp.

The Strong Drive Regime
The strong drive regime is a particular implementation of the rotating wall drive wherein
the rotation frequency of the plasma synchronizes with the frequency of the applied field,
resulting in a linear relationship between the frequency applied and the density of the plasma;
see discussion of Fig. 4.8 in Sec. 4.3. This method was discovered by Danielson and Surko
at UC San Diego in 2005 [117] and further characterized in 2006 [118]. It was found to work
on electron plasmas several centimeters long and over frequencies from a few hundred kHz
to 8 MHz [118].

Accessing the strong drive regime can be difficult, as it requires a very close alignment
between the magnetic field axis and the plasma axis, and the orientation of the plasma with
respect to the rotating wall electrode is important. In November 2015, after scanning many
parameters, we developed the procedures to drive plasmas in the strong drive regime in the
ALPHA experiment with linearity between density and drive frequencies over the range of
100 kHz to approximately 1 MHz. We don’t know yet why the linearity stops at 1 MHz.
One possibility is that the internal filters feeding the sinusoidal voltages to the trap alter the
phase of high frequency signals on the different sectors of the electrodes so that they are no
longer 60◦ apart.

Analysis of plasma shape and density
The main plasma analysis tool used by ALPHA assumes a cold plasma and solves for the
plasma shape and density. It takes as inputs N the number of particles in the plasma, and
the outputs of the line-integrated density a, calibrated radius b, and an additional factor n
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produced by the Gaussian fit applied to the radial profile imaged on the MCP (refer to Sec.
2.2), along with the shape of the potential well the plasma was confined in. This calculation
uses the waterbag method, and is done in a Labview program that calculates the plasma self
potential, density profile, bounce frequency, and E × B drift frequency; the program was
updated with the geometry of ALPHA’s traps as part of Chukman So’s thesis [66] and has
been slightly improved as part of the work for this thesis. The results of the self-potential
calculation are essential for designing and tuning wells where the plasma’s self potential is
expected to fill up the well, for example in the shallow wells used for antihydrogen synthesis.
A brief summary following the detailed description of the waterbag solver in Ref. [66] is
given in this section. We note that in the ALPHA experiment plasmas typically have N in
the range of 105−108 particles, n in the range 107−108cm−3, radii b in the range of 0.3−1.5
mm, and potential well lengths in the range of 0.5− 5 cm.

The self-potential of a plasma as a function of radius is defined by Poisson’s equation:
∇2φ(r) = ρ(r)/ε0 where ρ(r) is the charge density of the plasma and φ(rw) = V is specified
by the potentials applied to the walls at radius rw. The solver assumes azimuthal symmetry,
and solves for potentials that are constant along field lines at every radius inside the plasma.
To analyze the plasma parameters of a cylindrical plasma, the water bag solver divides
the potential into the vacuum potential, which is the potential as a function of radius in
the absence of a plasma, and the self-potential which is the potential of the plasma in the
absence of externally applied potentials. The algorithm takes as input the trap geometry
and electrode potentials and solves for the plasma parameters at different radii of the plasma
along the z axis. The solution usually takes about five minutes to complete on a standard
desktop computer.

3.4 Cooling Mechanisms for antiprotons, positrons
and electrons

Cyclotron Cooling
A non-relativistic charged particle in a magnetic field rotates at the cyclotron frequency ωc
in a circle perpendicular to the magnetic field, illustrated in Fig. 3.3, and radiates energy
in the form of photons. The particle’s rotation frequency is independent of the particle’s
velocity and is constant in a static magnetic field:

ωc = qB

m
. (3.18)

The particle’s larmor radius, or gyroradius, rL is linearly proportional to the perpendic-
ular velocity v⊥:

rL = mv⊥
qB

= v⊥
ωc

(3.19)
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Figure 3.3: Cyclotron motion and radiation of an electron rotating clockwise in a magnetic
field pointing into the page.

and it radiates power (P ) at the rate given by the Larmor Formula [119]:

P = e2a2

6πε0c3 , (3.20)

where a is the centripetal acceleration of the particle,

a = v2
⊥
r

= qB

m
v⊥. (3.21)

Cyclotron cooling of a non-neutral plasma was first proposed and analyzed by O’Neil
in 1980 [110] and was first achieved experimentally by Malmberg et al. in 1988 [120]. As
cyclotron cooling occurs when particles radiate more energy than they absorb from their
environment, a cryogenic trap is required to cool a lepton plasma to cryogenic temperatures.
Through cyclotron cooling a plasma will approach thermal equilibrium with the trap, at
which point the energy radiated matches the blackbody radiation of the trap. Experimen-
tally, however, the plasma temperatures are always at least a few kelvin higher due to other
heat sources.

The acceleration of a charged particle in a magnetic field is proportional to its charge-
to-mass ratio. Because the power emitted is proportional to the square of the acceleration,
an electron radiates power at a rate 4× 106 times as fast as a proton. The amount of power
emitted by an electron in 5 seconds in a 1T field is the same amount emitted by a proton in
about 230 days, thus cyclotron cooling is a very useful tool for lepton plasmas but, unless
an electromagnetic cavity is employed (as described in the following section), it is a highly
impractical method for cooling antiproton or ion plasmas.

Cavity cooling
To calculate the free-space electron cyclotron cooling rate, we start by substituting v2

⊥ =
2kbT/me into Eq. 3.20 (the Larmour formula) and multiply it by 2/3 to account for collisional
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Figure 3.4: Cavity electrodes interspersed with standard cylindrical electrodes in the Penning
trap used in the Berkeley experiment. Figure from reference [123].

cooling into the axial degree of freedom by the two perpendicular degrees of freedom:

P = e2ω2
ckbT

3πε0c3me

(3.22)

P = −∂kbT
∂t

(3.23)

kb
∂T

∂t
= −Γ0kbT, (3.24)

→ Γ0 = 2
3

e2ω2
c

3πε0mc3 (3.25)

≈ 0.26
(
B

1T

)2 1
s (3.26)

with B in units of Tesla.
Purcell demonstrated that theoretically a plasma in resonance with an electromagnetic

cavity mode in the trap will have a higher cooling rate [121] Γ defined as:

Γ
Γ0

= 3Qλ3

4π2V
, (3.27)

with V the volume in which the resonance occurs, λ the wavelength of radiation (approxi-
mately 1 cm in a 1T field) and Q the quality factor. A collaboration between the Fajans’
group in Berkeley and Hardy and Evetts at the University of British Columbia designed
and tested an electromagnetic cavity that resulted in an enhanced cooling rate of Γ = 6 s−1

for an electron plasma in a 1T field [95, 122]. Subsequent research by the Fajans’ group at
Berkeley has demonstrated the ability to effectively cool plasmas via cavity modes at much
lower magnetic fields [123]. While the experiment at Berkeley has electrodes specifically
designed to hold high-quality cavity modes, shown in Fig. 3.4, it is also possible to find
cavity modes at a particular magnetic field strength in a standard cylindrical Penning trap.



CHAPTER 3. PLASMA PHYSICS IN ALPHA 52

0 20000 40000 60000 80000 100000

Velocity (m/s)

0.0000

0.0005

0.0010

0.0015

0.0020

0.0025

0.0030

Bo
ltz

m
an

n
D

ist
rib

ut
io

n

Figure 3.5: Normalized 3d Maxwell-Boltzmann distribution. The shaded region represents
6.3% of the particles that together constitute about 20% of the total energy.

A description of a search for an inadvertant cavity resonance near the center of the ALPHA
atom trap is given in chapter 5.

Evaporative cooling
Evaporative cooling (EVC), illustrated in fig 3.6, operates on the Maxwell-Boltzmann dis-
tribution of the plasma’s temperatures,

f(v) =
(

m

2πkBT

) 3
2

4πv2e
− mv2

2kBT . (3.28)

In the Maxwell-Boltzmann distribution, plotted in Fig. 3.5, there is a long tail where
a small percentage of the particles have very high energy. If you remove the particles in
the tail, the particles will rethermalize at a lower mean temperature; as an example, in Fig.
3.5, removing 6.3% of the particles would remove 20% of the total energy of the ensemble.
Evaporative cooling was first applied to magnetically trapped rubidium-87 atoms by Wieman
and Cornell’s group [124] and to sodium atoms by Ketterle’s group [125] to cool them to the
sub-millikelvin temperatures necessary to achieve Bose-Einstein Condensates in 1995. For
this achievement they were awarded the 2001 Nobel Prize in physics

For trapped charged particles, evaporative cooling is controlled by lowering at least one
side of a potential well barrier until particles escape: the most energetic particles escape first
while the least energetic particles remain in the bottom of the trap. Particles escaping along
the axis results in cooler axial temperatures; collisions between particles then redistribute the
energy to the perpendicular direction while evaporation continues. In ALPHA, evaporative
cooling is done over a few hundred ms and the collision time between particles is much
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Figure 3.6: An example potential well design to evaporatively cool positrons. The vertical
axis, V, is the voltage applied to the electrodes, while the horizontal z-axis is the beamline.
The solid brown line shows the uneven potential well used for evaporative cooling in ALPHA
and the black dots represent particles.

shorter. Evaporative cooling of antiprotons was developed by the ALPHA collaboration in
2010 [126] and has been used in antihydrogen trapping procedures, along with evaporative
cooling of positrons.

There are two main drawbacks of using evaporative cooling as part of antihydrogen syn-
thesis. At the end of the cooling, you have fewer particles with which to make antihydrogen;
and second, the density decreases during the evaporation by an amount dependent on the
initial conditions. Much time has been devoted on the experiment to find optimal evap-
oration parameters to give colder antiproton and positron plasma that yield the highest
antihydrogen trapping rate. During our 2017 run, we found it was preferable to synthesize
without evaporative cooling; we obtained a higher trapping rate with twice as many particles
with temperature a few Kelvin higher than we did with plasmas after evaporative cooling.
After ELENA is operational in 2021, evaporative cooling may become important again due
to the substantially larger number of antiprotons available.

Adiabatic cooling
Adiabatic cooling of an ensemble of particles occurs when the particles are allowed to expand
in a way that conserves action, thereby connecting spatial stretching with velocity shrinking.
In a slowly varying square well in 1D, Lmvm =constant, where Lm is the length of the well
and vm the magnitude of the bouncing particle’s velocity. To adiabatically cool a plasma,
the volume of the potential well confining the plasma must increase. One benefit of adiabatic



CHAPTER 3. PLASMA PHYSICS IN ALPHA 54

cooling is that no particles are lost; however, over time, it was observed that, on the order
of a minute or two, the plasma returns to its initial temperature [127]. Adiabatic cooling is
thus most effective as a final cooling step just before synthesizing antihydrogen. In the 2017
run, we adiabatically cooled positrons in one dimension just before producing antihydrogen
by trapping the positrons in a narrow, deep well for several seconds to have a cold but axially
compressed plasma, and then moved them into the "mixing" well. In this shallow well they
adiabatically cool by expanding by a factor of three or four along the axis.

Sympathetically cooling antiprotons
Adiabatic cooling and evaporative cooling are methods that work similarly well for leptons
and baryons, but neither method is capable of cooling antiprotons from the 5 keV energies
we trap them at to the few meV energies needed to synthesize trappable antihydrogen. To
provide the majority of the cooling, it is necessary to sympathetically cool the antiprotons
by bringing them into thermal equilibrium with cold particles.

Electron cooling of trapped antiprotons was first developed by Gabrielse et al. in 1989
[48] using antiprotons from the Low Energy Antiproton Ring (LEAR), the predecessor to the
AD. Electron cooling is suitable for antiprotons because the different particle species have
the same charge and thus repel each other by the Coulomb force, allowing them to come
into thermal equilibrium via repulsive Coulomb collisions. Due to the large mass difference
between electrons and antiprotons, to sympathetically cool antiprotons with electrons with
a cooling time on the order of a few seconds, we initially use 90 × 106 electrons to cool
approximately 105 antiprotons.
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Chapter 4

Developing controllable and
reproducible non-neutral plasmas

Due to many complications in plasma dynamics, certain plasma systems are hard to precisely
control and reproduce. A particular problem for the ALPHA experiment has been the
variation in numbers of electrons or positrons; this arises from the challenge of collecting
the same number of particles in magnetic and electric fields when experimental conditions
fluctuate. For example, the alignment of the electron gun with the magnetic field axis affects
how many electrons are transferred into the trap, and as our electron gun is on a vertically
moving stick and changes positions between loading plasmas, this orientation can fluctuate.
The transfer of positrons from the accumulator to the atom trap is inefficient, with only
about 10% of positrons surviving the transfer, and the number transferred also fluctuates on
a shot-to-shot basis along with slow drifts tied to the radioactive half-life of the source and
efficacy of the moderator. We needed a method to start with a variable number of particles
at a variable density and measure out a particular number at a particular density in order
to have a reproducible recipe for antihydrogen production. The development detailed in this
chapter was motivated by the following theory, and the experimental results were published
in [65]. This work comprises the key results of this thesis.

4.1 Conceptual theory for reproducible non-neutral
plasmas

As described in the previous chapter, in the zero-temperature limit, a cylindrical non-neutral
plasma in a magnetic field rotates at the E ×B frequency f:

f =
(

e

4πε0B

)
n, (4.1)
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Figure 4.1: When evaporation begins to occur, the space charge φc is limited by the depth
of the potential well φwell.

and the self potential of the plasma, φc is given by (Eq. 3.3):

φc = nerp
2

4ε0

[
1 + 2 ln

(
rw
rp

)]
. (4.2)

We approximate the plasma as a cylinder of radius rp filled with N charges at density n:

N = πnr2
pL→ r2

p = N

πLn
. (4.3)

Substituting this into Eq. 4.2, we solve for φc in terms of N and n:

φc = Ne

4πε0L

[
1 + ln

(
r2
wnπL

N

)]
. (4.4)

We observe in equation 4.2 that the number of particles, the plasma density and the
space charge are a unique set of plasma parameters. This means if we control two of these
parameters the third parameter will be uniquely defined. As described in the discussion on
evaporative cooling, the plasma begins to evaporate when the potential well is too shallow
to hold all of the plasma.

If we load more particles than we need, for example 4-6 million particles when we desire
3 million, we reduce the self potential to an exact level by making the potential well shallow
enough that the plasma begins to evaporate. As soon as evaporation occurs we know that
the magnitude of the self-potential φc of the plasma equals the depth of the well, indicated
in Fig. 4.1. Thus to control the plasma parameters we use evaporative cooling to set the
space charge, with emphasis on “ evaporation” not “cooling.”

4.2 Developing SDREVC
As mentioned in the previous chapter, the Strong Drive Regime (SDR) is an excellent way
to control the density of a plasma. To control the set of plasma parameters we have to
simultaneously control the density and the space charge; this was the main developmental
challenge of this thesis. Because it is the simultaneous application of the strong drive regime
and evaporative cooling we called this stabilization process SDREVC. The experimental
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hardware requirements to access SDREVC are a Penning trap with a rotating wall electrode
with at least four and preferably (see Sec. 3.3) six sectors, suitable electrode lengths to allow
fine modifications of the well shape (for example, electrodes with length equal to the radius),
at least a 1T magnetic field aligned with the axis of the trap (and hence the axis of the
plasma), ultra-high vacuum conditions inside a cryogenic trap, and, of course, a source for
electrons or positrons.

The first step in developing SDREVC was to find an appropriate well shape in which the
plasma was in the strong drive regime. We tried a range of well lengths with the rotating
wall electrode at one end until we accessed the strong drive regime at frequencies up to
nearly 1 MHz. To determine if the plasma was in the strong drive regime we looked for
two conditions: first we required a linear relationship between the line integrated density of
the image of the plasma and the frequency at which we drive the rotating wall, and second
we required the waterbag solver’s calculated rotation frequency of the plasma to be within
approximately 10% of the driving frequency. The difference in the applied and the actual
rotation frequencies is referred to as the “slip,” and ideally is kept as minimal as possible.
To determine if evaporative cooling was happening at a particular well depth, we only had
to compare the number of particles at the beginning of the step and the number at the end;
if we lost particles, the plasma had clearly evaporated.

While SDR and EVC can be performed at the same time, tuning the potential well can
be difficult as they have competing side effects. The rotating walls heats the plasma, while
evaporative cooling lets the hottest particles escape. Additionally, evaporative cooling causes
the density to decrease, while for SDREVC to work the rotating wall needs to control the
plasma density.

Figure 4.2 is an example of the magnetic field and the initial and final electric potentials
used to perform SDREVC on our positron plasmas, resulting in about 3 million positrons
at the end. We ramp the potential well from its initial to final state in 10-20 seconds while
continuously applying the rotating wall. Naturally, wells that let particles evaporate must be
biased; in this case the well is raised up, as positrons will fall down to the ground potential
after evaporating from a positive bias. Worth noting is that SDREVC worked even while
the plasma was in a gradient magnetic field; there is a gradient field in this case because in
the atom trap, while there is a static 1T field provided by the Carlsberg magnet, we ramp
up additional solenoids temporarily to increase the field to 3T, but the length of the 3T field
is limited.

Tuning the well, for example the one shown in Fig. 4.2, involves adjusting the length
of the well, the axial distance from the rotating wall electrode (the rotating wall electrode
should overlap with the end of the plasma), the depth of the well and the overall shape of the
well. The initial potential well should be such that the plasma is in the strong drive regime.
The well should be modified so that the well as more shallow but still contains the whole
plasma. Next, one side of the well should be lowered until the plasma starts to evaporate;
at this point one has to pay close attention to whether the density of the plasma is still in
the strong drive regime or not; this can be found by taking data points at three different
frequencies and checking the linearity of the densities. The first SDREVC potential well had
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to be modified dozens of times before a satisfactory well was found. During the first attempts
to simultaneously drive the plasma in the strong drive regime while evaporating the plasma,
all of the plasma disappeared, and subsequent attempts produced results that varied between
controlled density and no evaporation and evaporation but uncontrolled expansion. After
many trial-and-error measurements and modifications, an optimal well design was found.

The shallow wells needed when we want only a few million particles, as in Fig. 4.2, are
particularly sensitive to slight differences in the well shape or distance from the rotating wall
electrode. SDREVC wells for 10 million particles or more are relatively straightforward to
find: usually after finding a well where the plasma is in the strong drive regime, if we lower
one side of the well the plasma will be in the SDREVC regime. Typically we lower the side
opposite the rotating wall electrode although it also worked when we lowered the potential
on the rotating wall electrode. As the strong driver regime is accessible in plasmas with
a variety of lengths, SDREVC is also accessible in plasmas with a variety of lengths. The
combination of the potential well shape, axial displacement with respect to the rotating wall
electrode, and amplitude and frequency of the rotating wall drive determine the success (or
failure) of SDREVC; these parameters remain to be fully explored.

4.3 Characterizing the reproducibility of SDREVC
Once an appropriate well shape and suitable rotating wall parameters were obtained, we
tested whether SDREVC gives us reproducible plasmas for a large range of initial plasma
conditions. The original goal was to develop a procedure that creates plasmas with specific
densities and numbers of particles regardless of the initial conditions, so we prepared plasmas
with a large range of initial numbers of particles and densities and applied SDREVC for 20
seconds at a particular well depth and RW frequency. We prepared the plasmas with different
numbers by loading a large number of electrons and then using the ekick method described
in Chap. 2 to reduce the number of particles. We prepared plasmas with different densities
by driving the plasma in the strong drive regime at different frequencies before starting
SDREVC. For comparison, we also measured the final conditions if we only evaporated the
plasma without applying a rotating wall. The results are shown in Figs. 4.3 and 4.4; each
data point represents the average of twenty measurements, and for these plots the error bars
were within the size of the data point markers.

The number of particles were measured with a Faraday cup and the density is the line-
integrated density of the gaussian fit of MCP images, as discussed in Chap. 2. The numerical
densities, calculated with the waterbag solver, are on the order of 10−8cm−3; calculated
densities are not plotted here due to the large number of data points averaged over in the
plots and the relative unimportance of the absolute value of the density. Our antihydrogen
production methods are typically optimized empirically, thus relative changes in density are
important and the absolute density is not very important.

We observe in Fig. 4.3 that the number of particles and density after SDREVC is con-
sistent for a wide range in the initial number of particles, and in Fig. 4.4 that the density
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Figure 4.2: a) Partial schematic of one of ALPHA’s Penning-Malmberg traps, showing the
axial magnetic field B, seven of the electrically-isolated cylindrical electrodes, and one rotat-
ing wall electrode (fifth in from the left) with six isolated azimuthal sectors; the inner radius
of the electrodes is 14.8 mm. b) Typical initial (dashed) and final (solid) electrostatic po-
tentials used in the stabilization procedure, and the axial magnetic field (dot-dash). Figure
from reference [65].

after SDREVC is consistent for a wide range of initial densities. We noticed in some circum-
stances though that if the initial density was too high, too many particles are evaporated at
the beginning of SDREVC before the plasma settles at the density assigned by the rotating
wall. In cases where the initial particle load is too dense, we apply a preliminary rotating
wall to the plasma for a few seconds before turning on SDREVC.

An additional test of the stability was to compare the fluctuations over the different
initial particle loads with the noise of the FC detector. The noise was measured by triggering
the Faraday cup detecter 20 times and finding the average and standard deviation of the
measurements. Figure 4.5 shows that the fluctuation in post-SDREVC values is at the noise
floor of the detector.

We further compared the results from SDREVC with the results from performing SDR
and EVC sequentially, as summarized in Fig. 4.6. Repeatedly applying SDR and EVC
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Figure 4.3: Initial ( ), post-EVC ( ), and post-SDREVC ( ) measurements of the number
of particles (a) and plasma density (b) as a function of the initial number of electrons; the
orange dashed lines mark the average post-SDREVC values. Figure from reference [65].
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Figure 4.4: Initial ( ), post-EVC ( ), and post-SDREVC ( ) measurements for the final
plasma density as a function of the initial density. The density refers to the results of an
axially-integrated MCP diagnostic and has arbitrary units. The orange dashed line marks
the average post-SDREVC value. Figure from reference [65].
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Figure 4.5: Magnified plot of the number of particles with SDREVC ( ) and the noise level
of the Faraday cup detector ( ).

sequentially brings the plasma closer to equilibrium than just applying one and then the
other, but the finalNe− and ne− are noticeably susceptible to changes in the initial conditions.
Only the simultaneous application of both techniques can uniquely specify the parameters
in equation 4.2. The data was taken by alternating the measurements starting with EVC
and those starting with the SDR. Each of the sequential measurement data points are the
average of five measurements.

Having confirmed that SDREVC produces a stable plasma for a wide range of initial
conditions, the next step was to probe the range of numbers and densities we can obtain
after SDREVC. These ranges are shown in Figs. 4.7 and 4.8. As previously mentioned,
in the ALPHA apparatus the strong drive regime is accessible up to only 800 kHz, which
limits the range of densities we can control. We haven’t yet found a limit to the maximum
number of particles that can be stabilized via SDREVC; a technical limit for characterization
studies when searching for the maximum number is that a plasma with hundreds of millions
of particles may extend beyond the edge of the Faraday Cup or MCP and not be accurately
counted. For these plots, Figs. 4.7 and 4.8, the final numbers and densities are in the ranges
of 7× 106 < Ne− < 70× 106 and 1014 < ne− < 1.3× 1015 cm−3.

We also calculated how the plasma parameters should scale according to equation 4.2.
At constant density n = n0, the number of particles N , normalized at some arbitrary value
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Figure 4.6: Sequential EVC and SDR repeated twice ( ), Sequential SDR and EVC repeated
twice ( ), and SDREVC ( ) measurements for a range of initial numbers of particles. Only the
simultaneous SDREVC process set both the final number and density to values independent
of the initial values. Figure taken from Ref. [65].
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Figure 4.7: Measured number of electrons Ne− ( ) retained in different well depths when
driven with a 700 kHz rotating wall. The theoretical line corresponds to Eq. 4.8 with φc
normalized at 8V. Figure from reference [65].

N0 = nπLr2
p0 , scales with the space charge φc, normalized at a corresponding φc0 :
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)
 . (4.8)

The logarithmic contributions in equation 4.8 are small relative to N/N0 so the relation-
ship is expected to be close to linear. This was observed experimentally and is plotted in
Fig. 4.7.

We studied the behavior of SDREVC as a function of the initial number of particles,
plasma radius, and density with a range of rotating wall frequencies. These are summarized
in Fig. 4.8. The frequency dependency of rp is the solution to the differential equation (from
Eq. 4.2):

drp
df = − rp2f

[
1 + 1

2 ln(Rw/rp)

]
, (4.9)

but, as before, the logarithmic contribution is small so the solution rp scales as

rp = rp0

√
f0/f. (4.10)
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The solution plotted for rp in Fig. 4.8b is normalized at one of the central data points along
the linear slope, at f0 = 450 kHz and rp0 = 0.33mm.

The number of particles can be scaled theoretically by inserting the solution for rp into
Eq. 4.3 along with the value for n scaled by Eq. 4.1:

N = rp0

√
f0/f

n
L (4.11)

= rp0

√
f0/f

L

(
4πε0Bf

e

)
. (4.12)

This is plotted in Fig. 4.8a with the same normalization values used for the plot for rp :
f0 = 450kHz, rp0 = 0.33 mm, and n(450kHz) = 8 × 1014cm−3. The length is constant as
the only parameter that changes is the rotating wall frequency. The density in Fig. 4.4c is
linear with the frequency up to about 800 kHz in agreement with Eq. 4.1: n ≡ C × f with
fundamental constants and the magnetic field represented by C.

The flexibility in selecting a particular number or density makes SDREVC a versatile tool
for any Penning-trap based cold electron or positron experiment. When we try to optimize
our antihydrogen production schemes, we often want to vary the number of particles or the
density. Usually we use SDREVC at a particular well depth to determine the number of
particles, and if a different density is desired we apply a separate rotating wall potential
to the plasma in the strong drive regime after finishing SDREVC. As it is relatively easy
to vary the well depth of an SDREVC well, we can efficiently scan different numbers and
densities with the assurance that whatever optimal parameters we find, we can continue to
make plasmas with the same parameters indefinitely.

Long-term stability of plasmas after SDREVC
SDREVC was implemented in our standard antihydrogen trapping sequences within a few
weeks of being discovered. When running the experiment, we repeat a set of “baseline”
measurements on an almost daily basis. After SDREVC was developed, we included mea-
surements just after loading the particles, pre-SDREVC, and post-SDREVC in the set of
baseline measurements. The brown triangles in Fig. 4.9a show the large variation in number
of particles for electrons in the catching trap before SDREVC was implemented, and the
orange triangles show the remarkable stability in the number post-SDREVC. In the case,
the number of particles loaded pre-SDREVC, which would be marked by brown triangles,
was too high to include on the plot. Figures 4.9b and 4.9c also show a large variation in
the number of particles pre-SDREVC, again marked with brown triangles, and a high level
of stability post-SDREVC. As mentioned in the caption, the arrows point to two occasions
where the positron moderator failed, which lowered the pre-SDREVC count too much which
inevitably lowered the post-SDREVC numbers. The numbers of particles pre-SDREVC and
post-SDREVC recovered to their normal levels after a new moderator was grown (see Sec.
2.2 for a discussion on the moderator).



CHAPTER 4. DEVELOPING CONTROLLABLE AND REPRODUCIBLE
NON-NEUTRAL PLASMAS 65

5

10

15

20

25

N
e
−
×

10
6

a) Theoretical Ne−
Measured Ne−

0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4

r p
(m

m
)

b) Theoretical rp
Measured rp

0 200 400 600 800 1000 1200 1400
Rotating Wall Frequency (kHz)

0
50

100
150
200
250
300

n
e
−

(a
rb

.)

c) Measured ne−

Theoretical ne−

Figure 4.8: Measured numbers Ne− ( ), densities ne− ( ), and radii rp ( ); predicted values,
normalized at 450 kHz, are indicated by the lines calculated in equations 4.8, 4.1, and 4.10
respectively. a) Number of electrons retained in different well depths when driven with a 700
kHz rotating wall; b) plasma radius and plasma density; and c) number of electrons retained
in a 4V potential well as a function of the rotating wall frequency. Figure from reference
[65].

Figure 4.9 shows that we can load different plasmas every day for several months and
process it with SDREVC to get a nearly identical plasma every time. It was also observed
the next year, after an intervention on the experiment, that the results after SDREVC were
also the same. The long-term stability of SDREVC means that with it, as long as we begin
with at least 10% more particles than we need after SDREVC, we can apply SDREVC and
obtain the same plasma parameters we had during the previous month or year.
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Figure 4.9: Pre- ( ) and post- ( ) SDREVC measurements: a) plasma electron number Ne− in
the catching trap; b) plasma electron number Ne− in the atom trap; and c) plasma positron
number Ne+ in the atom trap. SDREVC was implemented at the end of July 2016, so only
pre-SDREVC data are shown prior to that date. Beginning in August, the pre-SDREVC
numbers in a) are off scale. The arrows in c) indicate instances where the positron moderator
efficiency decreased and the number of pre-SDREVC positrons dropped below the desired
post-SDREVC value; the number was recovered by regrowing the moderator. Figure and
caption taken from [65].

4.4 Theoretical and Experimental Relationship
between variations in particle numbers and
plasma density during SDREVC

In the theoretical study of the relationship between a variation in the particle number and
the plasma density, we start with equation 4.4:

φc = Ne

4πε0L

[
1 + ln

(
R2
wnπL

N

)]
. (4.13)

SDREVC is not perfect, meaning that there will be some variation in the final number of
particles or final density, so we wish to find the scaling between the fractional change in the
number of particles and the fractional change in the density:

∆N
N

= x× ∆n
n
. (4.14)
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To find this we solve for ∆φc by solving for f(N +∆N, n+∆n)−f(N, n). For simplicity,
set A = e

4πε0L and D = RwπL so that equation 4.1 reads

φc = AN
[
1 + ln

(
nD

N

)]
, (4.15)

then calculate ∆φc :

∆φc = A(N + ∆N)
(

1 + ln
(

(n+ ∆n)D
N + ∆N

))
− AN

(
1 + ln

(
nD

N

))
(4.16)

= A(N + ∆N) (1 + ln (n+ ∆n) + lnB − ln(N + ∆N))− AN
(

1 + ln
(
nD

N
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(4.17)

= A(N + ∆N)
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(
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)
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(
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)
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)
− AN

(
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)
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≈ A(N + ∆N)
(

1 + ∆n
n
− ∆N

N
+ ln nD

N

)
− AN

(
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N

))
(4.19)

= A(N + ∆N)
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≈ AN
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+ A∆N

(
1 + ln nD

N

)
. (4.21)

The value of φc is determined by the EVC part of SDREVC, so we set ∆φc = 0. Hence:

∆N
(

1 + ln nD
N

)
= ∆N −N∆n

n
(4.22)

∆N
N

ln nD
N

= −∆n
n

(4.23)
∆N
N

= − 1
ln nD

N

∆n
n
. (4.24)

Inserting in experimental values of rw = 16.8 mm and rp = 0.33 mm,

ln nD
N

= 2 ln
(
Rw

rp

)
(4.25)

= 7.86, (4.26)
1

7.86 = 0.13, (4.27)

thus,

∆N
N

= −0.13∆n
n
. (4.28)
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Frequency Number density (arb.)
50 20× 106 10.4
300 13.8× 106 68.2

Table 4.1: Parameter values from figure 4.8.

To compare this estimated theoretical dependence with experimental data, we selected
data points from Fig. 4.8 at 50 kHz and 300 kHz. These data points correspond to the same
potential well depth (respecting the ∆φc = 0 condition) for our experiment.

We calculate if the change in number matches the prediction for ∆N/N :

< N > = 20 + 13.8
2 = 16.9 (4.29)

∆N = 20− 13.8 = 6.2 (4.30)

< n > = 10.8 + 68.2
2 = 40 (4.31)

∆n = 10.8− 68.16 = −57.4, (4.32)

then we calculate the scaling factor between ∆n/ < n > and ∆N/ < N >:

∆n
n

= −1.435 (4.33)
∆N
N

= 0.11(experiment) (4.34)

−0.144× (−0.6) = 0.19 (theoretical scaling factor) (4.35)
∆N
N

= 0.37 (experimental scaling factor) (4.36)

We see that the experimental variation in the number of particles matches the predicted
variation to within a factor of two. Considering a jitter in post-SDREVC density, even if
the plasma’s rotation rate varies by 10% from the applied rotating wall field, the number
of particles at the end of SDREVC will only vary by about 2%. The plasmas have been
observed to not synchronize exactly with the RW due to other forces that drive its expansion,
but we see that fluctuations in the number are much smaller than fluctuations in the density,
so density fluctuations should have a negligible effect on the post-SDREVC number.
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4.5 SDREVC theory extrapolated to non-zero
temperatures

Non-zero temperature theory for non-neutral plasmas in Penning
traps
Stabilization by applying SDREVC was motivated by the model described in Chap. 3 for
a non-neutral plasma in the zero-temperature limit. Its success in experiments with non-
zero temperatures suggests that temperature effects are negligible up to a certain point.
Our goal in this section is to first compute analytically whether the number of particles
or plasma density will change substantially at non-zero temperatures. Experimentally, we
measured plasma temperatures in the range of 100-300K after doing SDREVC. The plasma
temperature is something we do not control, and it is important to know if variations in
plasma temperatures will result in variations in the density or the number of particles.
We compare existing theories for zero-temperature and non-zero temperature non-neutral
plasmas to understand at what temperature the models deviate from each other; the following
derivations comprising equations 4.37-4.43 are taken from Prasad and O’Neil’s paper [128],
followed by additional calculations completed as part of this thesis.

The distribution function for an electron plasma trapped in a conducting cylinder is given
by

f(n) = n0

(
me

2πkbT

) 3
2

exp
[
− 1
kBT

(
mev

2

2 − eφ(r, z)− ωpθ
)]
, (4.37)

where φ, me,−e, and ~v, correspond respectively to the electric potential, electron mass,
charge, and velocity.

Substituting Ω = eB
m

and pθ = mvθr − er2B
2 , we obtain

f(n) = n0

(
me

2πkbT

) 3
2

exp
[
− 1
kBT

(
me

2 (~ve − ωrθ̂)2 − eφ(r, z) + me

2 ω(Ω− ω)r2
)]
. (4.38)

The assumptions given in Ref. [128] are that the diamagnetic contributions are incon-
sequential due to the small ratio of v/c, that the electrode radius is much larger than the
plasma radius, and that φ(r, z) is zero at the origin. We notice that in a large magnetic field
(and hence large Ω), the exponential dependence of − 1

kbT
ω(Ω− ω)r2 causes f(n) to fall off

as r increases.
Applying Poisson’s equation,

∇2φ = ρε0, (4.39)
to equation 4.38 and integrating over ~v assuming spherical symmetry, we have,

1
r

d

dr
r
dφ

dr
+ d2φ

dz2 = e

ε0
× n0 exp

[
− 1
kBT

(
− eφ(r, z) + 1

2meω(Ω− ω)r2
)]
. (4.40)
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To simplify the expression f(n), we substitute:

ψ = eφ

kBT
− mω(Ω− ω)r2

2kBT
ρ = r

λD

ξ = z

λD

λD =
(
ε0kbT

nq2
e

) 1
2

γ = 2ε0meω(Ω− ω)
neq2

e

− 1

(4.41)

Thus, in terms of ψ, Poisson’s equation is now:

1
ρ

d

dρ
ρ
dψ

dρ
+ d2ψ

dξ2 = eψ − 1− γ. (4.42)

Variables that we assume are known are: n1, T1, ωD,Ωc, B, rw, and φc. We ignore the
z dependence in equation 4.42 by assuming an infinitely long plasma (plasma lengths are
usually at least 50 times their radii), which gives the equation

1
ρ

∂

∂ρ

(
ρ
∂ψ

∂ρ

)
= eψ − 1− γ. (4.43)

We then have to solve the system of equations

∂ψ

∂ρ
= α

∂α

∂ρ
= eψ − 1− γ − α(ρ)

ρ

(4.44)

with initial conditions ψ(0) = 0 and α(0) = 0.
To find a value for the central density n0 in a non-zero temperature plasma, we first

rearrange the equation for γ in equation 4.41 to obtain the density as a function of γ and
the frequency:

n(γ, f) = 2ε0me2πΩ− 2πf
(γ + 1)q2

e

(4.45)

we insert the value of φc from equation 4.2 in place of φ in the ψ equation (see Eq. 4.41).
Let the result be denoted ψdesired:

ψdesired = eφc
kBT

− mω(Ω− ω)r2

2kBT
. (4.46)
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Figure 4.10: Electron plasma density is plotted as a function of temperature for different
rotating wall frequencies.

Mathematica Calculation
We evaluated these functions in Mathematica to find the density and number of particles
at different temperatures; example code is included in the appendix. The author notes that
Dr. Matthias Reinsch at Berkeley offered extended help in implementing this calculation
in Mathematica and resolving evaluation errors. First we defined a function whose output
at a particular T, f, γ is the solution to equation 4.44, found by the NDSolve function in
mathematica. We then define ψdesired as equal to the solution for ψ in the differential
equation 4.44 at the wall of the trap, for a plasma with specific density n0, T, and φc:

ψdesired = − e2n0r
2
p

4ε0kBT

(
1 + 2 ln Rw

rp

)
− mω(Ω− ω)r2

p

2kBT
, (4.47)

and used the FindRoot function in Mathematica to find the value of the density γ and from
there calculate the finite-temperature density distribution. The FindRoot function searches
for a numerical root of the function within a given range; in this case we search for gamma
in the range of −15 to +15. In this case we used 10γ to search for the root, because of the
exponential nature of the differential equation.

The value of γ which solves 4.43 is then used in the density equation 4.45 along with
some given frequency. We plotted the variation in the plasma density for 30 < T < 300 for
rotation frequencies of 100 kHz, 500 kHz, 1 MHz, and 1.5 MHz, shown in Fig. 4.10. We
observe that at higher rotation frequencies, the density is more sensitive to variations in the
temperature, but even over this temperature range the change was insignificant, less than
1%.
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Figure 4.11: The calculated numbers of electrons, Ne−, is plotted as a function of tempera-
ture The curves corresponds to different values of thermal energy kT .

We also integrated over the density distribution out to the wall of the trap to calculate
the total number of particles remaining in the plasma, taking into account that φc may not
completely fill up the well: the actual φc may be a few factors of kBT below the depth of the
well. We considered a well depth used for positron SDREVC and plotted the variations in
number as a function of temperature for φc = 1.8V, φc = 1.8V −kBT, and φc = 1.8V −3kBT ,
in Fig. 4.11:

Curiously, for the case of φc − kBT , the effect of increasing the temperature is mostly
canceled by the shallower well depth, and the number of particles remained constant. For
the other cases, the number at 300K remained within 3% of the number at 30K, so the effect
of temperature variations on N is also insignificant for parameters relevant to this study.

The finite temperature calculations demonstrate that temperature fluctuations have an
insignificant effect on the plasma density and number of particles during SDREVC in the
temperature ranges relevant to our experiment.
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Chapter 5

Precision measurements on
antihydrogen and related plasma
physics studies

5.1 Increasing the trapping rate by a factor of ≈ 20
ALPHA’s higher trapping rate and accumulation success are described in reference [129].
This section outlines the plasma-related developments that contributed to the higher trap-
ping rate.

Autoresonant antihydrogen synthesis
At the beginning of the 2016 experimental run at ALPHA, our average trapping rate was
usually slightly less than 1 atom per trapping cycle, with each cycle lasting about six minutes.
Physics measurements were obtained by repeating the same measurement many times, but
the drifts in experimental parameters, such as the magnetic field, combined with the desire for
high precision required a larger number of trapped antihydrogen atoms. The measurements
of antihydrogen’s charge neutrality [5] and the first measurement of the hyperfine transition
[130] were obtained and a rough limit on antihydrogen’s gravitation was also determined
using very small numbers of atoms. Measurements like the hyperfine spectroscopy [64],
however, require multiple atoms to be trapped simultaneously (see Sec. 5.9 for details).

Optimizing the trapping rate is an ongoing project in the ALPHA collaboration. We
perform a wide range of parameter scans to search for an improved trapping rate. The
SDREVC process (see Chap. 4) allows us to reproduce plasma parameters independent of
the initial conditions, and plasma manipulation settings selected during optimization studies
continue to be reliable for months at a time. Prior to SDREVC, a setting that might be
optimal for the positron plasma preparation one day might not be optimal for the different
plasma parameters the next day.
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Figure 5.1: Potential wells used to mix antiprotons and positrons in ATHENA. The dashed
line shows the antiproton well just before mixing, while the solid line shows the potential
well where the antiprotons were released. Figure from Ref. [57].

The antihydrogen atoms produced by ATHENA in the early 2000s were the result of
mixing the antiprotons and plasmas by evaporating the antiprotons in the direction of the
positrons in a nested well structure, such that the antiprotons would bounce back and forth
through the positrons and some collisions could form antihydrogen [57], shown in figure
5.1. While this method produced antihydrogen atoms, these atoms were too warm to be
trapped. Jitter in the plasma parameters made it difficult to tune the mixing process, so
trapping was not successful using the potential well method. The first trapped antihydrogen
was produced by the ALPHA collaboration 2010 by the autoresonance excitation method
[60], in which an autoresonant signal was applied to one of the electrodes trapping the
antiprotons and excited the antiprotons at their bounce frequency until they had enough
energy to escape their potential well and mix with the positrons [131, 75]. This first trapping
success and the subsequent physics results were exciting, but despite significant efforts to scan
different plasma and potential well parameters, between 2010 and 2016 the collaboration was
unsuccessful in increasing the trapping rate beyond an average of one per trapping cycle.
This was thought to be due to the high injection energy of the antiprotons due to the
excitation process [75].

A closer look at positron plasma stability with SDREVC
A look into the daily measurements we took on ALPHA shows the variations in positron num-
bers just after loading and just before mixing them with the antiprotons without SDREVC
in 2015 and with SDREVC in 2016, shown in Figs. 5.2 and 5.3. In both years, there were
large variations in the initial number of positrons, indicated by the brown upward-pointing
triangles. In 2015, after loading the plasma the number was reduced by dividing the poten-
tial well and releasing some fraction of the particles, and in 2016 the number was reduced
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Figure 5.2: Measurements of the initial number of positrons and the number just before
mixing in (a) 2015 and (b) 2016 . The brown upward-pointing triangles show the initial
number and the orange downward-pointing triangles show the number after EVC, just before
mixing in 2016. In Fig. (a), the variation before mixing is 22% over just a two-week period
while in Fig. (b) the variation is reduced by SDREVC to 3% over a period of months.

to an absolute number (not a fraction) by SDREVC. In 2015 the number before mixing
(indicated by the orange triangles) was partially stabilized by EVC. The data in Figs. 5.2a
and 5.3a only covers a 2-week span because we frequently changed the sequences in 2015 to
try to improve our trapping rate and the 2-week span was the longest found where we used
the same plasma preparation steps; Figs. 5.2b 5.3b cover a two-month range during which
we used the same operating parameters. The average number of positrons before mixing in
figure 5.3a was 2.5 × 106 with a standard deviation of 5.4 × 105 or 22%. The average of
the number of particles before mixing in Figs. 5.2b and 5.3b is 1.6 × 106 and the standard
deviation is 4.9× 104 or 3.1%.

In summary, SDREVC stabilized the number of particles at the 3% level over two months
compared to the 20% level achieved with only EVC over two weeks. The only substantial dif-
ference in the plasma preparation between the two plots was the implementation of SDREVC,
so we attribute the substantial improvement in the reproducibility of the positron plasma
parameters just prior to mixing to SDREVC. Any optimization study requires reproducible
conditions, otherwise a fluctuation in an uncontrolled parameter can give a false result when
searching for a trend. While an incomplete study of positron number versus the trapping
rate discussed in section 6.2 indicates that our current trapping scheme is robust to ± 20
% variations in the number of positrons, SDR and SDREVC are essential to set the density
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Figure 5.3: Measurements of the number of positrons just before mixing in (a) 2015 and (b)
2016, the same data as in Fig. 5.2 but magnified to show more detail.

and number of particles in our continued optimization studies.

5.2 "Smerge" trapping
Simulations of antihydrogen trapping finished in 2014 indicated that a slow merge of the
antiproton and positron potential wells would produce more trapped antihydrogen than the
autoresonant method [66]. However, as discussed, the previous attempts to trap antihydro-
gen by merging antiproton and positron potentials were unsuccessful. During the summer
of 2016, after SDREVC was implemented giving us stable plasma parameters, we continued
to try to find more optimal settings for autoresonant mixing but our trapping rate didn’t
increase much above 1 atom per cycle. During a week of night-long antiproton shifts in
August 2016, we (in particular Tim Friesen) tried again to mix using a slow merge of po-
tentials (herafter referred to as “smerge”) and this time we immediately achieved increased
trapping rates. Initially the rate was 1-3 per attempt but optimization brought an average
of 21 trapped antihydrogen atoms per attempt during the last few weeks of the experimental
run in 2017.

Smerge differs from autoresonance in that instead of injecting extra energy into the
antiprotons to drive them out of their potential well and mix with the positrons, we lower the
potential barrier between the positrons and antiprotons and the plasmas evaporate towards
each other. Different steps of the smerge procedure are shown in figure 5.4. Following the
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Figure 5.4: Sequence of potential wells applied to evaporate positrons into the antiproton
plasma. Figure from Ref. [129].

sympathetic cooling of antiprotons and cyclotron and adiabatic cooling of positrons, they
are brought to adjacent wells near the center of the atom trap, as in Fig. 5.4a. In Fig. 5.4b,
the potential wells are more positively biased while the barrier on the right of the positrons
is lowered; while this was used in 2016 we no longer include this step in smerge. We obtained
the highest trapping rate by performing a fast ramp of potentials from Fig. 5.4b (or 5.4a) to
the levels in Fig. 5.4c. Finally, antihydrogen synthesis occurs in the potential well transition
from Fig. 5.4c to Fig. 5.4d. Plasmas with different densities or numbers of particles will
fill up the wells differently, so when we tune smerge to match a particular plasma we vary
the depth of the wells in parts 5.4c and 5.4d. After the antihydrogen synthesis finishes, we
dump the remaining positrons to measure their temperature. We found that the trapping
rate wasn’t noticeably affected by retaining the small number of positrons shown in Fig.
5.4d; we had a similar rate if we completely flattened the wells and dumped all the particles.
The temperature dump is the only direct measurement we perform on the positrons during
an antihydrogen mixing cycle, and it gives us information about the plasma conditions we
can track and compare between mixing cycles.

During the 2017 run we also ran a scan of the trapping rate as a function of the antipro-
ton density. This was accomplished by applying a rotating wall to the antiproton/electron
mixture in the atom trap at different frequencies, ejecting the electrons in a series of ekicks
and proceeding to smerge. The surprising result was that the higher trapping rate occurred
when the antiproton density was lower, so for the rest of the run we applied a low-frequency
rotating wall on the electron-antiproton mixture in the preparation stage to lower the density.
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Increasing the antiproton catching and cooling efficiency
We also achieved a factor of two increase in our antiproton cooling efficiency, from around
33% to 72%, which further improved the antihydrogen trapping rate. The cooling efficiency
is defined as:

Cooling Efficiency (%) = (Number in cold dump)
(Number in hot dump)+(number in cold dump) . (5.1)

The cooling efficiency can be increased by increasing the number of electrons, but it
is still necessary to eject the electrons. We found that we could apply SDREVC to the
antiproton/electron plasma and reduce the electron load from 90 to 23 million without losing
many antiprotons, and then remove the rest of the electrons with ekicks and proceed with
trapping as normal. The larger number of antiprotons directly contributed to the increase
in trapping rate reported in 2016 [129].

Trapping development with consecutive beams of antiprotons
In addition to increasing the cooling efficiency, we developed trapping sequences that caught
consecutive bunches of antiprotons from the antiproton decelerator. To catch multiple beams
of antiprotons, we would catch the first beam in a large cloud of electrons, cool for 20s and
do the hot dump, then apply a rotating wall to the plasma until shortly before the next
beam arrives, then erect the catching potentials again and catch the next stack, and proceed
with trapping as normal. Using twice the number of antiprotons gave us a maximum of 33
pass cuts, the record we have achieved in a single antihydrogen trapping cycle. However,
because we were already taking physics measurements with a standard load of one bunch of
antiprotons, development time was limited and for the sake of operational consistency we
did not make substantial changes to the trapping routine at this time. We plan to perform
more studies of the trapping rate with multiple bunches of antiprotons in the future.

Trapping studies with different numbers of positrons
Another optimization study initiated was a parameter scan of positron numbers and den-
sities. To begin with we changed the SDREVC well depth to make plasmas with 2 × 106,
3 × 106, and 4.3 × 106 positrons, with 3 × 106 being the nominal load we used in the 2017
trapping run. In a preliminary study with a few measurements of three different numbers of
positrons shown in Fig. 5.5, we did not observe much difference in the mixing trigger rates or
pass cut rates (see section 2.2 for terminology). However, these were not optimized trapping
procedures, as the smerge well was not tuned exactly for each set of plasma parameters.
There was not enough time to devote many shifts to the positron trapping development
studies since there were important CPT physics measurements to be performed. We plan to
continue this trapping optimization study in the future.
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Figure 5.5: Mixing triggers and trapped antihydrogen atoms (the number that passed cuts
in the detector analysis) for different numbers of positrons.

In summary, the optimizations we completed and implementation of the smerge method
produced an antihydrogen trapping rate 20 times higher than we achieved when using au-
toresonance.

5.3 Antihydrogen accumulation
We extended the benefits of the higher trapping rate by developing a new method to accu-
mulate antihydrogen over multiple trapping cycles [129]. Accumulating allows us to make
certain measurements much more efficiently, particularly those that require longer measure-
ment time. We get better results from a measurement on 50 antihydrogen atoms than by
repeating the same measurement five times on ten antihydrogen atoms. Among other rea-
sons, this is because the background cosmic annihilation rate is a function of measurement
time, so the background is fractionally smaller when we do a measurement on a larger number
of atoms, and uncertainties due to parameter drifts are minimized.

Accumulation begins with a normal cycle of trapping antihydrogen. We then leave the
trap magnets (mirror and octupole magnets) on to continue to trap the antihydrogen atoms
while performing the normal steps of a new trapping cycle. Variations in magnetic fields
during the trapping cycle and the interaction between the octupole field and the positrons
during their preparation stages could have substantial side effects, so accumulation was
not obviously going to work. As discussed in section 2.2, the total trap depth is given by
∆B =

√
B2
r +B2

z − Bz [36], so increasing the axial field Bz while keeping the radial field
Br constant decreases the trap depth. The 3T solenoids used in the plasma cooling steps
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Figure 5.6: Number of accumulated antihydrogen atoms versus number of trapping cycles
achieved in 2016. Figure from reference [129].

increase the axial field in the center of the trap by a few hundredths of a Tesla. After
some development, though, we found that most of the trapped atoms stayed trapped in the
modified well shape during subsequent mixing cycles. We achieved an accumulated trapping
rate (trapped atoms averaged over the number of cycles) close to the single cycle trapping
rate.

We observe an approximately linear trend in the number of trapped antihydrogen atoms
versus stacking cycles, shown in figure 5.6. In general in many different tests, the accumulated
trapping rate averaged over the number of stacks is lower than the single-stack average,
possibly due to the magnetic field changes, but the ability to perform measurements on
dozens of atoms has greatly contributed to our recent measurements of the hyperfine and
1s-2s spectroscopy.

5.4 Efforts towards applying SDREVC on an
antiproton plasma

After developing SDREVC on lepton plasmas, we explored whether it was possible to use
it to control the number of antiprotons. As an antiproton plasma does not cool quickly by
cyclotron radiation and the rotating wall heats up the plasma, this proved to be a difficult
project. Including electrons keeps the antiprotons cold, but then the electrons fill in some
uncontrolled fraction of the space charge, and the antiproton number is not controlled.
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Preliminary results indicated that a fraction of antiprotons could be retained, but not an
absolute number independent of the initial number. When we applied SDREVC on a pure
antiproton plasma the plasma, even if it was initially cooled to a few hundred Kelvin, it
heated up to 3000-4000K. At a few thousand Kelvin, antiprotons are expected to evaporate
at a rate dependent on their temperature and not their density so the attempted SDREVC
becomes a RW-heated evaporation process, not evaporation in the strong drive regime. As
of now it does not seem that SDREVC will work on an antiproton plasma, but we may still
try to continue this study this year.

5.5 Search for a microwave cavity near the trapping
region in the atom trap

Section 3.4 discussed a special cavity electrode designed to enhance cooling rates of non-
neutral plasmas in Penning traps [95]. This was mainly the thesis work of Alex Povilus
while continued studies are being performed as the thesis work of Eric Hunter, both from the
Fajans’ group at Berkeley, in collaboration with Nathan Evetts from the University of British
Columbia. As noted before, ALPHA does not have a special cavity-enhancing electrode, but
inherent cavity modes exist naturally inside the trap structure and the resonant frequencies
can by accessed by tuning the magnetic field. These inherent cavities will not have as
strong of an effect on the cooling rate, but even an enhancement of a factor of two in the
positron cooling rate could improve the antihydrogen trapping rate. During the 2017 run,
Eric initiated a search for existing cavity modes at ECR frequencies we could access near
the normal trap fields in the ALPHA trap, and the author continued the search after he
returned to Berkeley. The studies were done by creating a plasma, moving it to a particular
location in the trap at a particular magnetic field strength, cooling it for a short time at
that field, and dumping the plasma to record its temperature. This process was repeated
at different magnetic fields, which we modified by changing the current in one of the mirror
magnets, as well as in different regions in the trap. In general we used the reservoir electron
load described in section 2.4. We hoped to find an existing cavity mode in the center of
the trap which would enhance the positron’s cooling rate during smerge and give us colder
antihydrogen atoms. We found a couple of locations and magnetic fields that resulted in
enhanced cooling rates of an electron plasma with 64 thousand particles, for example in
figure 5.7, but did not observe enhanced cooling for plasmas with 3 million particles, so this
technique has not been integrated yet in our trapping routines. With more studies we may
find a better mode in the existing ALPHA trap, or a future version of the ALPHA trap may
include a cavity-enhancing electrode.



CHAPTER 5. PRECISION MEASUREMENTS ON ANTIHYDROGEN AND
RELATED PLASMA PHYSICS STUDIES 82

0.9913 0.9916 0.9919
Magnetic Field (T)

500

1000

1500

2000

2500

3000

3500

T
e

(K
)

Electron Temperature

Figure 5.7: Temperature of electrons held for three seconds in the same well location at
different magnetic fields.

5.6 Diagnostic check: recorded temperatures as a
function of the MCP gain for two different
detectors

A new hardware development initiated at the Fajans’ group in Berkeley [132] and tested at
ALPHA is a silicon photomultiplier (SiPM) detector which detects fluorescence of particles
on the MCP. Rather than taking a picture of the amplified charge on the MCP with a
camera, it measures the amplitude of light as a function of time. This is an alternative
to the temperature measurement where we use an MCP to amplify the charge and a FC
to measure the voltage as a function of time. The SiPM was proposed as an alternative
detector for the temperature diagnostic. One ongoing question is whether the temperatures
recorded have reached a systematic limit or whether the temperatures inside the apparatus
are at their limit. To investigate this, we took a series of measurements of the temperature
using the FC and the SiPM for different MCP gains, shown in figures 5.8 and 5.9.
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Figure 5.8: Recorded temperatures using the SiPM and FC diagnostics of plasmas with
T≈20 K as a function of the MCP gain. The orange markers ( ) show the temperatures
recorded by the FC and the brown markers ( ) show the temperature recorded by the SiPM.
Error bars show the average of ten measurements, with the exception of a few measurements
which were too noisy to analyze.
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Figure 5.9: Recorded temperatures using the SiPM and FC diagnostics of plasmas with
T≈100 K as a function of the MCP gain. The orange markers ( ) show the temperatures
recorded by the FC and the brown markers ( ) show the temperature recorded by the SiPM.
Error bars show the average of ten measurements, with the exception of a few measurements
which were too noisy to analyze.

We observe that the FC measurements as a function of the MCP gain have not reached
an equilibrium temperature for cold temperatures even at the normal operating voltage of
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1000V. Especially notable is that in figure 5.8, while the SiPM recorded a temperature around
15-20K, the Faraday cup measurement was around 30K but the trend in data points suggests
it would record a lower temperature if we could use a higher gain. The measurements at
100K are at an equilibrium value at a gain of 1000V, but these measurements indicate that
the SiPM is more suitable for cold temperature measurements. The colder temperature
recorded by the SiPM also suggests that perhaps historically our plasmas have been colder
than we thought.

5.7 Studies of plasma temperatures and the trapping
rate with the flappers

The flappers discussed in section 2.2 were the main hardware component for which the
author was responsible. The goal of the flappers was to lower the minimum equilibrium
temperature of our lepton plasmas enough to improve the trapping rate, by blocking radiation
or warm neutral particles from propagating down the beamline into the trap. Flapper
development included assembling one of the flappers, testing it on a bench and in a cryogenic
vacuum test apparatus to check its mechanical reliability, setting up and programming a
control system with Labview and a National Instruments myRIO device, soldering electrical
connections, and finally setting up and running measurements using the flappers. Even
though the flappers mechanically worked inside the experiment as designed, the flappers did
not lead to significantly colder plasmas. The flappers were tested in the ALPHA apparatus
in February 2017 and in December 2017. The test in February was done under less than
ideal conditions because the electrons and positrons were heating up substantially due to
other uncontrolled reasons. However, the results in Fig. 5.10 indicate that after 20s, the
flappers had a substantial effect on the temperature. These measurements were performed
by preparing an electron plasma to be as cold as possible, with the flappers either open or
closed. For the measurements with the flappers closed, they were kept closed for variable
wait times while the electron plasma was held fixed in a potential well. The flapper opening
time was measured to be about half a second, so we opened the flappers while continuing
to hold the plasma in the potential well and then released the plasma in a temperature
measurement. The wait times were kept the same for the measurements with the flappers
open.
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Figure 5.10: Electron temperature measurements made with the flappers open indicated by
the orange triangles ( ) and closed indicated by the brown triangles ( ) in February 2017
The error bars show the standard deviation of 8 measurements.

Operating the flappers is inherently risky, because if one flapper got stuck closed, it would
take at least two weeks to warm up the experiment, open up the vacuum and physically push
the door back open, then close the vacuum, bake the apparatus, and resume measurements.
If anything broke during the intervention, the lost time could amount to several weeks or
more. The second set of flapper tests were done in December 2017, after the year’s physics
results had been obtained. The December tests were done on cold and stable plasmas
without the extraneous heating problem that was present in February. In this second set of
measurements, there was no large difference in temperatures for the flappers being open or
closed, although the average temperature was consistently colder.

The most significant flapper effect we observed was that two temperature sensors inside
of the cryogenic region, one on an electrode and one on the mount for the laser cavity,
recorded equilibrium temperatures 0.15-0.2 K cooler with the flappers closed. These colder
temperatures indicate the flappers are indeed blocking some heat that propagates into the
trap. However, the measurements of particle temperatures and a few tests of the antihydro-
gen trapping rate with the flappers closed indicate the shielding effect is too small to benefit
ALPHA. We didn’t have time to take a large amount of statistics or scans of plasma param-
eters, so we were unable to fully characterize the effect of the flappers. However, because
flapper operation is inherently a risk to the experiment and their operation did not appear
to substantially benefit the experiment, it is unlikely we will pursue more studies with the
flappers this year.
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Figure 5.11: Electron temperature measurements made with the flappers open, indicated by
the orange triangles ( ), and closed, indicated by the brown triangles ( ), in December 2017.
The error bars show the standard deviation of five measurements.

5.8 Charge neutrality of antihydrogen
CPT symmetry requires the magnitude of charge to be exactly the same for a particle and its
antiparticle. The ASACUSA collaboration measured the antiproton-to-electron mass ratio
and put a low limit on the fractional difference in charge between antiprotons and electrons
[133]:

|qp̄ − e|
e

< 7× 10−10 (5.2)

where e is the magnitude of the electron charge, 1.6× 10−19 C.
The ALPHA collaboration reported a measurement on the charge of antihydrogen in

2014 [134] and improved this measurement 2015 [5], setting an upper limit on the charge of
an antihydrogen atom at 7.1 × 10−10e . Comparing this value with the measured charge of
antiprotons puts a limit on the fractional positron/electron charge difference that is more
than an order of magnitude smaller than the previous measurement of 1± 2.5× 10−8 [135].

This precise charge measurement was performed by applying stochastically varying elec-
tric fields alternating between approximately +140V and -140V to the magnetically trapped
atoms, illustrated in Fig. 5.12. The stochastic variation was created by using a uniform dis-
tribution with random modulation, and the standard deviation for the time steps was 0.2
ms. After N potential steps, an atom with charge Qe should gain energy of |Q|e∆φ

√
N ,

analogous to how a particle in a 2D random walk motion with equal step size ∆x will be
found at a distance xRMS ≈

√
N∆x from the starting point after N steps. A simple estimate

is that if an atom gained enough energy to escape its magnetic well, where Ewell is the depth
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of the well, then its normalized charge |Q| must have a lower bound of:

|Q| > Ewell

e∆φ
√
N
, (5.3)

≈ kB × 0.54K
e100V

√
84900

(5.4)

≈ 1.6× 10−9, (5.5)

so if the atom does not escape the well, its charge must be less than this value.
Measurements were alternated between stochastic trials and null trials. During the null

trials atoms were trapped for the same length of time in grounded electric potentials. The
number of atoms remaining at the end of both measurements was the same: out of ten
trapping cycles a total of 12 atoms remained for the stochastic and the null trials. Since no
antihydrogen atoms were observed to escape the trap due to acceleration by electric fields,
the charge of antihydrogen must be less than 1.6× 10−9. A more precise calculation taking
into account statistical error measured in Monte Carlo simulations reduced this upper limit
to 0.71 × 10−9 [5]. Given the previously-stated limit on antiproton charge anomaly, the
charge anomaly of a positron is limited to Q(e+) < 1 × 10−9, a factor of 25 more precise
than the previous limit [5].

Figure 5.12: Potentials applied at stochastically-varying times to trapped antihydrogen
atoms. Figure modified from Ref. [5].

5.9 Hyperfine spectrum of antihydrogen
The interaction between the magnetic moments of a proton and an electron has a slight
contribution to the energy levels of an atom, an effect known as "hyperfine splitting." The
hyperfine energy levels depend on the spin orientations of the antiproton and positron. In
addition, the interaction between an atom’s magnetic dipole moment and an externally
applied static magnetic field causes the energy levels to split; this is known as Zeeman
splitting. Hyperfine splitting was first observed in hydrogen in 1948 [136], and a comparison
of the hyperfine energy level transitions of hydrogen and antihydrogen is an important test
of CPT symmetry. The ALPHA collaboration first measured the positron spin-flip signature
of a few dozen of these quantum transitions in antihydrogen in 2012 [130], but the resonant
frequency was bounded only at a broad 100 MHz level and no spectrum was measurable.
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Figure 5.13: Hydrogen’s hyperfine energy levels in a magnetic field. The green lines show the
trappable states and the blue lines show the untrappable states, and the lower boundary of
the yellow region near 1 T corresponds to the lower limit of the trapping field in the ALPHA
trap; thus atoms in the atom trap will experience magnetic fields in the yellow region and
we must scan over the corresponding relative frequencies. Figure from Ref. [64].

This section summarizes the ALPHA collaborations measurement in 2016 of the hyperfine
spectrum of antihydrogen [64].

In Zeeman splitting, a hydrogen or antihydrogen atom in its ground state has a total of
four energy levels, each corresponding to one of the four spin states marked on Fig. 5.13:
|a〉 = |↑⇓〉 , |b〉 = |↑⇑〉 , |c〉 = |↓⇑〉, and |d〉 = |↓⇓〉. The left arrow (↑ or ↓) corresponds to
the positron’s alignment with the magnetic field and the right arrow (⇑ or ⇓) corresponds
to the antiproton’s alignment with the magnetic field. An atom is in a lower energy state
when the spins are aligned with the magnetic field.

At large magnetic fields near 1 T, the difference in energy between the neighboring
hyperfine levels is a nearly constant offset for different magnetic fields, while the energy
difference from Zeeman splitting increases linearly with the magnetic field. As indicated on
the figure, Zeeman splitting produces two states that are untrappable in a minimum magnetic
field, |a〉 and |b〉, and two trappable states, |c〉 and |d〉. The trappable and untrappable states
can be thought of as putting a marble on a concave-down surface where it falls away to a
low energy state, compared with putting a marble inside a concave-up surface (like a bowl)
where the marble falls inwards to the middle and stays inside. The positron spin points
down, meaning in the same direction of the magnetic field, in the trapped |c〉 and |d〉 states
shown in figure 5.13. In these two states, the potential energy of an atom increases with
increasing magnetic field, and they are confined by the minimum-field trap. The |a〉 and |b〉
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states experience the lowest potential energy at high fields, so they escape the minimum-
field trap. To excite an antihydrogen atom from its trapped state to an untrapped state,
the positron spin has to be flipped from pointing in the direction of the magnetic field to
pointing in the opposite direction, which occurs in the |d〉 → |a〉 and |c〉 → |b〉 transitions.

Due to Zeeman splitting, it is necessary to precisely know the minimum value of the
magnetic field in the trap, where the trapped atoms are most likely to be, in order to
program the microwave synthesizer to produce microwaves in exactly the right frequency
range. One challenge is that the exact value of the magnetic field drifts with time, as
previously discussed, and this has to be characterized and accounted for during the repeated
measurement cycles. Careful magnetic field measurements using ECR were performed daily
to a precision of 0.3 mT [64], just prior to beginning the hyperfine measurements.

The microwave frequencies required to drive the |d〉 → |a〉 transitions are larger than the
frequencies required to drive the |c〉 → |b〉 transitions. To drive both transitions, we first
excited the |c〉 → |b〉 transition, then increased the microwave frequency to 1.4204 GHz to
drive the |d〉 → |a〉 transition. Both transitions were characterized over a range of 4.8 MHz,
with data points spaced 300 kHz apart, and the results are shown in Fig. 5.14. The |c〉 → |b〉
transition appears to have a much sharper peak, which is explained by ECR measurements
that indicate the in situ magnitude of the microwave electric field is seven times stronger
at that frequency than in the |d〉 → |a〉 transition frequency, due to the specific features of
how we inject microwaves into the trap. To partially compensate for this discrepancy, the
microwave power driving the |d〉 → |a〉 transition was set to twice the power applied in the
|c〉 → |b〉 transition; driving it higher would risk heating the trap too much. Each frequency
was applied for 4s to allow a number of atoms to pass through a region in the trap where
the magnetic field and the microwave frequency are matched to excite the spin flip. The
number of annihilations that occur at each frequency are counted, and at the end of the
measurements the trap magnets are ramped down and the annihilations of remaining atoms
are counted. In this data set only 4% of the total number of atoms were found remaining in
the trap after the microwave exposure [64].

The distribution of annihilation events is affected by the number of atoms in the trap and
the amplitude of the microwave electric field. Atoms orbit the trap and experience slightly
different magnetic fields since the minimum level of the trap is not perfectly flat axially or
radially. At the start of each scan there were an average of 14 atoms in the trap, presumably
half in the |c〉 state and half in the |d〉 state. A large fraction of the trapped atoms will pass
through the minimum field point. At the "onset" frequency, the atoms in the minimum field
will spin-flip and escape the trap. In Fig. 5.14, this onset frequency is observed as the first
sharp increase in annihilations as a function of frequencies. At the subsequent frequencies,
fewer and fewer atoms will be in the trap and will be observed annihilating. The frequency
corresponding to hyperfine splitting is the difference between onset frequencies, which in this
measurement was determined to be 1, 420.4 ± 0.5 MHz. This value agrees with the most
precise measurement of the hyperfine splitting frequency in hydrogen to one part in 104 and
is consistent with CPT symmetry. This measurement fundamentally requires multiple atoms
to be in the trap at the beginning, so it was impossible to perform before we achieved the
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Figure 5.14: Hyperfine spectrum of antihydrogen; counts correspond to individual annihila-
tion events. Figure from reference [64].

higher trapping rate.

5.10 1S-2S spectroscopy of antihydrogen
The difference between hydrogen’s 1S and 2S energy levels, its ground state and first excited
state, is one of the most precisely measured values of any physical system: the relative
uncertainty is 4.5 parts in 10−15 [137]. In 2017 the ALPHA collaboration characterized the
1S-2S transition of antihydrogen; this measurement is one of the most precise tests of CPT
symmetry. The measurement is discussed in detail in Ref. [63] and is summarized in this
section.

An antihydrogen atom is excited from the 1S to the 2S state when two photons at half the
transition frequency simultaneously interact with the atom. On opposite ends of the atom
trap but still within the cryogenic region, shown in figure 5.15, are a pair of precisely aligned
mirrors that form a cavity. As mirrors cannot be mounted exactly centered on the beamline,
they are located off-axis and angled slightly, as shown in figure 5.15 to cross the center of the
trap. The mirrors are mounted on piezo crystals that expand or contract slightly with an
applied voltage, which allows the mirror alignment to be controlled outside of the vacuum
and cryogenic environment. The laser power in the cavity is approximately 1W.

The 1S-2S transition cannot be driven directly by a single photon because the transition
has no change in angular momentum, and a single photon absorption would necessarily
add angular momentum to the atom. For this reason, and also to avoid broadening by the
doppler shift, we use a two-photon excitation method where two photons at half the transition
frequency can interact with the antihydrogen atom and excite it. This avoids a first-order
doppler shift because the sum of the relative photon frequencies the atom experiences will
be constant despite the atom’s motion inside the trap.
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Figure 5.15: Schematic showing the electrodes, trap magnets, laser path and cavity mirrors,
and the trap magnetic field. Figure from reference [62].

To characterize the lineshape [63], we accumulated antihydrogen atoms over three mixing
cycles, used potential fields in the trap to remove any leftover charged particles, then illumi-
nated the atoms for 300 s at the frequency to excite the 1Sd − 2Sd transition. Following the
laser excitation, the atoms in the 1Sc states were ejected with microwaves as in the hyperfine
measurement. Half of the atoms should be in the 1Sc state, so we count the number ejected
by the microwaves to determine how many atoms were in the trap for that measurement.
After exciting the 1Sd− 2Sd transition and counting the resulting annihilations, then count-
ing how many atoms were in the 1Sc state that annihilated during the microwave kickout, we
count how many atoms remain in the trap at the end while ramping down the trap magnets.

This final set of atoms that annihilates when the magnets turn off should be the number
of atoms in the 1Sd state which did not interact with the laser. This method allows us to
count “appearance” and “disappearance” events. “Appearance” events are the annihilations
we record during the laser exposure time window. “Disappearance” events are the difference
in counts between the no-laser or off-resonance measurements and the on-resonance measure-
ments: at the end of a null measurement, the full number of trapped atoms is counted at the
end when the trap magnets ramp down, while in the on-resonance measurement, only atoms
that did not interact with the microwaves or the laser will remain and be counted when
the trap turns off. Unlike the hyperfine measurement where the transition was measured
by scanning microwave frequencies over a set of trapped particles and repeating the same
frequency range over multiple accumulation cycles, in the 1s-2s measurement we only tested
one laser frequency per accumulation cycle. We repeated measurements at least twenty times
so that each frequency was measured on a total of 800-1000 trapped atoms.

The frequencies measured were centered around the calculated transition frequency and
detuned by -200 kHz, -100 kHz, -50 kHz, -25 kHz, 0 kHz, 25 kHz, 50 kHz, 100 kHz , and
200 kHz. These measurements were alternated with measurements where the atoms were
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prepared and held for the same amount of time but with the laser off. The results and
simulated lineshape are shown in Fig. 5.16.
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Figure 5.16: The measured and simulated lineshapes of antihydrogen’s 1s-2s transition.
The plot on the left shows the measurements and the plot on the right shows a simulated
lineshape. Figure from Ref. [63].

The asymmetry in the lineshapes is due to Zeeman splitting, and the width is dominated
by transit-time broadening with small contributions from the Stark shift and antihydrogen
ionization. Transit-time broadening depends on the amount of time an atom spends in the
laser beam. High beam intensity increases the probability of an interaction, but the higher
the power the narrower the beam for a given input power. An atom will spend more time
traversing a wider beam which would reduce the transit-time broadening effect, but the lower
beam power correlated to a wider diameter which would reduce the probability of exciting
the atom.

Analysis of the data show a precision of 2 × 10−20 GeV, which surpasses the previous
CPT-invariance limit of 4 × 10−19 determined by measurements of the mass difference of
kaons and antikaons [138]. This spectrum of antihydrogen is now the most precise test (and
confirmation) of CPT symmetry in antihydrogen and one of the most precise tests of CPT
symmetry. Further studies on antihydrogen in the near future are expected to put an even
more precise limit on CPT symmetry.
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Chapter 6

Summary and suggested studies for
the future

6.1 Review of progress in antihydrogen production
and precision studies

The recent plasma-based developments in the ALPHA experiment in the last two years have
lead to a dramatically higher trapping rate. Of particular importance was the innovation
of SDREVC, which provides a way to control plasma particle numbers and densities during
optimization studies and ensures long-term reproducibility. With the new stability in plasma
parameters, it was possible to implement the “smerge” trapping method which opened up
a new regime of antihydrogen production. We completed a number of optimization studies
with smerge, and are able to trap 15-20 atoms per four-minute cycle. The further ability
to accumulate antihydrogen in the trap allows us to do measurements on more than 50
atoms at a time. The larger number of trapped atoms enables more precise measurements
than we could obtain by repeating measurements on one atom at a time as we did before.
Within a few months of developing the high trapping rate in 2016 we performed the first
measurement of the 1S-2S spectroscopy of antihydrogen, followed by a measurement of the
hyperfine transition and a full line-shape measurement of the 1S-2S transition in 2017. The
1S-2S line-shape measurement is now one of the most precise measurement of charge-parity-
time invariance. Although three years ago we were unable to trap more than one atom
at a time, now, our measurements on trapped antihydrogen test CPT at a similar level of
precision achieved by high energy physics experiments.
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6.2 Plasma developments to further optimize
antihydrogen production

We have observed that the trapping rate using a slow merging of antiprotons and positrons
is affected by the number, temperature, and density of the antiproton and positron plasmas
just prior to merging, as well as the timing and depth of the merging potentials. Fully charac-
terizing this method is an intensive process. In the actual running of the experiments, there
is a natural tension between the desire to increase the trapping rate and the experimental
program full of CPT symmetry tests to perform on the atoms we trap. Below I consider
what the next steps are in the quest to increase trapping by another factor of 10 or more.

Future prospects for sympathetic cooling via laser cooled ions
As of now, laser cooling of a negative ion has not been achieved, but the AEgIS collabo-
ration proposes to sympathetically cool antiprotons with laser-cooled C−2 ions [139]. The
BASE collaboration proposes to laser-cool beryllium ions and place them in a potential well
in a Penning trap separated by an end-cap electrode from the antiprotons, with the end-cap
electrode providing a thermalization mechanism through image currents while physically
separating the clouds of particles to prevent the antiprotons from annihilating [140]. Sym-
pathetically cooling positrons with laser-cooled Be+ ions was achieved in 2002 [141], and
since the antihydrogen production and trapping rates are highly dependent on the positron
temperature, the ALPHA collaboration is in the process of integrating a laser-cooled Be+

ion source into the experiment. This was the primary focus of M. Sameed’s thesis [142].
During the slow merging synthesis of the antiproton and positron plasmas, it is expected
that the two plasmas partially thermalize through collisions before trappable antihydrogen
is synthesized. We use a large ratio of positrons to antiprotons in order for the positrons to
cool the antiprotons. Currently, positron plasma temperatures are normally around 20-30 K
and antiproton plasma temperatures are approximately 100K, but we can only trap atoms
colder than 0.54K. Around 99.9% of the antihydrogen atoms synthesized are too warm to
be trapped [129]. Sympathetically cooled positrons at temperatures in the mK range in-
stead of the 20K range should lead to much colder synthesized antihydrogen, which would
significantly increase the trapping rate.

Plasma developments and parameter scans
Additional optimization studies of the number and density of plasmas should yield higher
trapping rates. During the 2017 run we started but did not finish a study of the trapping
rate as a function of positron number and density. The author proposes to continue working
on this optimization study in 2018:

1. Prepare plasmas with the same density but different radii, by using different well depths
during SDREVC while keeping the rotating wall frequency the same.
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2. Prepare plasmas with the same radius but different densities, by using different well
depths during SDREVC and afterwards applying a rotating wall to normalize the
radius.

3. Use the waterbag solver to find the right potential well depth for the mixing well.
4. Test the trapping rate for combination of parameters with at least five trapping cycles

for each plasma parameter.

CERN’s next long shutdown will take place from 2019-2020, during which there will be
no antiprotons produced. This time could be partially used for more plasma-specific studies
in the apparatus alongside planned experimental upgrades.

SDREVC on laser-cooled Beryllium ion plasmas
An additional development currently unrelated to antihydrogen studies but likely of interest
to the non-neutral plasma community would be to implement SDREVC on the Beryllium ion
plasma with active laser cooling. As of now, SDREVC has only been successfully achieved
in lepton plasmas. Active non-cyclotron cooling is needed to apply it to ion plasmas. The
existing hardware is already in place to develop SDREVC on the laser-cooled Beryllium ion
so the author proposes this as a potential project for next year.

Cavity cooling during antihydrogen production
Fajans’ group at Berkeley has demonstrated substantially increased cooling rates of electron
plasmas in a special cavity electrode. Since the success of synthesis and trapping is greatly
influenced by the positron plasma temperature, enhanced cooling during the mixing process
should increase the antihydrogen trapping rate. A cavity-enhancing electrode would need to
be included in the center of the next electrode stack installled and then the cavity modes in
the trap structure would need to be characterized.

Antihydrogen trapping in the ELENA era
If ALPHA is able to catch a factor of a hundred more antiprotons after ELENA begins
full operations [47], our entire antiproton cooling, compressing, and trapping sequences will
need to be substantially modified. Potential wells will need to be deeper and longer, and
most likely we can expect to need a proportional increase in the number of electrons and
positrons. Creating, manipulating, and then ejecting electron plasmas with 1010 electrons
will also require some development. SDREVC has been used for up to 109 electrons but
will need to be established for 1010 electrons. Increasing the number of positrons will likely
require a higher transfer efficiency from the accumulator into the atom trap and a longer
accumulation time, but it is unclear if we will be able to achieve a factor of a hundred increase
in the number of positrons. If not, sympathetic cooling and cavity cooling may play more
vital roles.
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Antihydrogen production is fundamentally limited by the number of slow antiprotons we
can catch. While this author believes the ALPHA collaboration will have to make substantial
adjustments to make the best use of the lower-energy beam from ELENA, having a factor
of 10-100 increase in antiprotons combined with mK-temperature positrons should make it
possible for us to achieve yet a factor of 10-100 increase in the antihydrogen trapping rate
and perform fundamental physics symmetry measurements to a much higher precision.
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Appendix A

Mathematica code used in
finite-temperature calculation

Define constants:

ClearAll["Global‘*"]

(*constants*)

Subscript[k, b] = 1.3807*10^-23 (*Joules/Kelvin*);
Subscript[m, e] = 9.1094*10^-31 (*kg*);
Subscript[q, e] = 1.6022*10^-19 (*Coulomb*);
B = 1 (*Tesla*);
Temp = 30 (*Kelvin*);
Subscript[r, p] = 0.001(*m*);
Subscript[r, w] = 0.0221 (*m*);
Subscript[n, 0] = 10^14 (*/m^3 *);
\[CapitalOmega] = Subscript[q, e]*B/Subscript[m, e]
Subscript[\[Epsilon], 0] =

8.8542*10^-12 (*Quantity["PermittivityConstant"]; *);
fudge = 0;
fr = 500000;

(*Density as a function of temperature *)
n[ff_] :=
2*Subscript[\[Epsilon], 0]*
B*(2*\[Pi]*ff)/Subscript[q, e] (*n as a function of \[Omega]*)

\[Lambda][nn_, TT_] :=
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Sqrt[Subscript[\[Epsilon], 0]*Subscript[k, b]*
TT/(nn*Subscript[q, e]^2)]

\[Gamma][ff_, nn_] := (
2*Subscript[\[Epsilon], 0]*Subscript[m,
e]*(2*\[Pi]*ff)*(\[CapitalOmega] - 2*\[Pi]*ff))/(

nn*Subscript[q, e]^2) - 1

(* Define density equation $n(\gamma)$ from Eq. 4.42 *)

ndens[gg_, ff_] := (
2*Subscript[\[Epsilon], 0]*Subscript[m,
e]*(2*\[Pi]*ff)*(\[CapitalOmega] - 2*\[Pi]*ff))/((gg + 1)*Subscript[
q, e]^2)

function4[T_, f_, g_] :=
Module[{eq4, s4, \[Lambda]D4, \[Rho]W4, density},
density = ndens[g, f];
\[Lambda]D4 = \[Lambda][density, T]; \[Rho]W4 =
Subscript[r, w]/\[Lambda]D4;

eq4 = {\[Psi]’[\[Rho]] == \[Alpha][\[Rho]], \[Alpha]’[\[Rho]] ==
Exp[\[Psi][\[Rho]]] - 1 - g - \[Alpha][\[Rho]]/\[Rho], \[Psi][
10^-30] == 0, \[Alpha][10^-30] == 0};

s4 = NDSolve[
eq4, {\[Psi][\[Rho]], \[Alpha][\[Rho]] }, {\[Rho], 10^-10,
Max[\[Rho]W4, 10^-5]}];

(*Print[" This is \[Rho]W: ", \[Rho]W4,
" This is \[Lambda]D: ", \[Lambda]D4, " This is density: ",
density , " This is gamma: ", g];*)
((\[Psi][\[Rho]] /. s4) /. \[Rho] -> \[Rho]W4)[[1]]
(*Plot[\[Psi][\[Rho]]/.s4,{\[Rho],0,7}]*)
]

(* Solve $\psi_{desired}$ from Eq. 4.46 *)

psiDesired4[T2_, f_, V_] :=
V*Subscript[q, e]/(Subscript[k, b]*T2) -
Subscript[m, e]*2*\[Pi]*f*(\[CapitalOmega] - 2*\[Pi]*f)*
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Subscript[r,
w]^2/(2*Subscript[k, b]*
T2) (* the paper specifies that phi is zero at the origin; phi \

must equal V at the wall, so V must be positive*)
ri4[T2_, f_, V_] := Block[{root, psiTarget},

psiTarget = psiDesired4[T2, f, V];
root = FindRoot[

function4[T2, f, 10^g1] == psiTarget, {g1, -15, 15} ,
Evaluated -> False(*,PrecisionGoal\[Rule].1*)];

(10^g1 /. root)]

(*plot density as a function of temperature for different RW frequencies*)
p0 = ListPlot[

Table[{T3,
1/(ndens[ri4[30, 100000, 3], 100000])*
ndens[ri4[T3, 100000, 3], 100000]}, {T3, 30, 3000, 30}],

PlotLegends -> {"f=100 kHz"}, PlotStyle -> Magenta];
p1 = ListPlot[

Table[{T3,
1/(ndens[ri4[30, 500000, 3], 500000])*
ndens[ri4[T3, 500000, 3], 500000]}, {T3, 30, 3000, 30}],

PlotLegends -> {"f=500 kHz"}];
p2 = ListPlot[

Table[{T3,
1/(ndens[ri4[30, 1000000, 3], 1000000])*
ndens[ri4[T3, 1000000, 3], 1000000]}, {T3, 30, 3000, 10}],

PlotLegends -> {"f=1000 kHz"}, PlotStyle -> Yellow];
p3 = ListPlot[

Table[{T3,
1/(ndens[ri4[30, 15000000, 3], 15000000])*
ndens[ri4[T3, 1500000, 3], 1500000]}, {T3, 30, 3000, 10}],

PlotLegends -> {"f=1500 kHz"}, PlotStyle -> Green];

Show[p0, p1, p2, p3,
AxesLabel -> {"Temperature (K)",

"Density (\!\(\*SuperscriptBox[\(m\), \(-3\)]\)) normalized by \
value at T=30K"}, PlotRange -> {{0, 300}, {0.98, 1}}]
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(*Integrate over the density distribution to the wall to calculate
the number of particles in the plasma as a function of temperature,
for different options of $\phi_c$ being slightly lower
(by factors of $k_bT$) than the potential well depth. EVClists
are lists of the integrated number of particles calculated at different
temperatures. EVClist1 calculates for $phi_c=V_well$, EVClist2
calculates for $phi_c=V_well-k_bT$ and EVClist3 calculates for
phi_c-2*k_bT. *)

EVClist1 = {};
Do[
T1 = 30*i; f1 = 500000; V1 = 1.8 - 0*T1*8.61733*10^(-5);
n0 = ndens[ri4[T1, f1, V1], f1]; (*central density *)
\[Lambda]D5 = \[Lambda][ndens[ri4[T1, f1, V1], f1], T1];
\[Rho]W5 = Subscript[r, w]/\[Lambda]D5;
eq5 = {\[Psi]’[\[Rho]] == \[Alpha][\[Rho]], \[Alpha]’[\[Rho]] ==

Exp[\[Psi][\[Rho]]] - 1 -
ri4[T1, f1, V1] - \[Alpha][\[Rho]]/\[Rho], \[Psi][10^-30] ==

0, \[Alpha][10^-30] == 0};
s5 = NDSolve[
eq5, {\[Psi][\[Rho]], \[Alpha][\[Rho]] }, {\[Rho],

10^-10, \[Rho]W5}];
points1 =
Table[{\[Rho],

2*\[Pi]*\[Rho]*\[Lambda]D5^2*n0*
Exp[\[Psi][\[Rho]] /. s5][[1]]}, {\[Rho], 0, 30, 0.1}];

intfunc1 = Interpolation[points1, InterpolationOrder -> 3];
t2 = {T1, Integrate[intfunc1[\[Rho]], {\[Rho], 0, 30}]*0.05};
AppendTo[EVClist1, t2], {i, 1, 10}]

EVClist2 = {};
Do[
T1 = 30*i; f1 = 500000; V1 = 1.8 - 1*T1*8.61733*10^(-5);
n0 = ndens[ri4[T1, f1, V1], f1]; (*central density *)
\[Lambda]D5 = \[Lambda][ndens[ri4[T1, f1, V1], f1], T1];
\[Rho]W5 = Subscript[r, w]/\[Lambda]D5;
eq5 = {\[Psi]’[\[Rho]] == \[Alpha][\[Rho]], \[Alpha]’[\[Rho]] ==
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Exp[\[Psi][\[Rho]]] - 1 -
ri4[T1, f1, V1] - \[Alpha][\[Rho]]/\[Rho], \[Psi][10^-30] ==

0, \[Alpha][10^-30] == 0};

s5 = NDSolve[
eq5, {\[Psi][\[Rho]], \[Alpha][\[Rho]] }, {\[Rho],
10^-10, \[Rho]W5}];

points1 =
Table[{\[Rho],

2*\[Pi]*\[Rho]*\[Lambda]D5^2*n0*
Exp[\[Psi][\[Rho]] /. s5][[1]]}, {\[Rho], 0, 30, 0.1}];

intfunc1 = Interpolation[points1, InterpolationOrder -> 3];
t2 = {T1, Integrate[intfunc1[\[Rho]], {\[Rho], 0, 30}]*0.05};
AppendTo[EVClist2, t2], {i, 1, 10}]

EVClist3 = {};
Do[
T1 = 30*i; f1 = 500000; V1 = 1.8 - 3*T1*8.61733*10^(-5);
n0 = ndens[ri4[T1, f1, V1], f1]; (*central density *)
\[Lambda]D5 = \[Lambda][ndens[ri4[T1, f1, V1], f1], T1];
\[Rho]W5 = Subscript[r, w]/\[Lambda]D5;
eq5 = {\[Psi]’[\[Rho]] == \[Alpha][\[Rho]], \[Alpha]’[\[Rho]] ==

Exp[\[Psi][\[Rho]]] - 1 -
ri4[T1, f1, V1] - \[Alpha][\[Rho]]/\[Rho], \[Psi][10^-30] ==

0, \[Alpha][10^-30] == 0};
s5 = NDSolve[

eq5, {\[Psi][\[Rho]], \[Alpha][\[Rho]] }, {\[Rho],
10^-10, \[Rho]W5}];

points1 =
Table[{\[Rho],

2*\[Pi]*\[Rho]*\[Lambda]D5^2*n0*
Exp[\[Psi][\[Rho]] /. s5][[1]]}, {\[Rho], 0, 30, 0.1}];

intfunc1 = Interpolation[points1, InterpolationOrder -> 3];
t2 = {T1, Integrate[intfunc1[\[Rho]], {\[Rho], 0, 30}]*0.05};
AppendTo[EVClist3, t2], {i, 1, 10}]

(*prepare plots of number of particles as a function of temperature *)

plot1 = ListPlot[Table[EVClist1, 1], PlotStyle -> Orange,
PlotLegends -> {"Space charge=1.8V-0*\!\(\*SubscriptBox[\(k\), \(b\

\)]\)*T"}, AxesLabel -> {"Temperature (K)", "Number of particles"},
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PlotLabel ->
"Number of Particles vs. Temperature in a 5 cm long plasma with \

RW_f=100 kHz and V_well=2 Volts/2 Volts-4*\!\(\*SubscriptBox[\(k\), \
\(b\)]\)*T in eV"];
plot2 = ListPlot[Table[EVClist2, 1], PlotStyle -> Brown,

PlotLegends -> {"Space charge=1.8V-1*\!\(\*SubscriptBox[\(k\), \(b\
\)]\)*T"}, AxesLabel -> {"Temperature (K)", "Number of particles"},

PlotLabel ->
"Number of Particles vs. Temperature in a 5 cm long plasma with \

RW_f=100 kHz and V_well=2 Volts/2 Volts-4*\!\(\*SubscriptBox[\(k\), \
\(b\)]\)*T in eV"];
plot3 = ListPlot[Table[EVClist3, 1], PlotStyle -> Blue,

PlotLegends -> {"Space charge=1.8V-3*\!\(\*SubscriptBox[\(k\), \(b\
\)]\)*T"}, AxesLabel -> {"Temperature (K)", "Number of particles"},

PlotLabel ->
"Number of Particles vs. Temperature in a 5 cm long plasma with \

RW_f=100 kHz and V_well=2 Volts/2 Volts-4*\!\(\*SubscriptBox[\(k\), \
\(b\)]\)*T in eV"];
Show[plot1, plot2, plot3, PlotRange -> All]
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